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Abstract

We propose a model for aeolian or fluvial dune formation in which the turbulent flow of air or water is described by a constant eddy viscosity model. Asymptotic methods are used to derive an expression for the basal shear stress and this is used in the Exner equation to describe a nonlinear model for the evolution of dunes. The model is then extended to allow for the existence of separation bubbles in a self-consistent way, and computational results of the consequent model are presented.

1 Introduction

There is a very large literature on the mathematical modelling of sand dune formation. The subject started in earnest with the work of Bagnold [2] in the 1940s, who studied in detail the mechanisms by which sand is transported in deserts. The first theoretical model for dune formation is that due to Kennedy [14], who showed that an upstream shift of the maximum shear stress in flow over a wavy boundary, which had earlier been demonstrated by Benjamin [3], caused an instability to occur in a potential flow model. Engelund [8] and Smith [31] took an alternative approach, both assuming a turbulent fluid flow described by a constant eddy viscosity. Engelund found conditions for the formation of both dunes and anti-dunes (at high Froude number), in the latter case when suspended sediment was included in the model. Smith limited himself to the consideration of bedload transport. Thus they both focussed primarily on fluvial dunes, and their stability results were numerical, precluding a simple progress to finite amplitude calculations. Subsequent developments of the instability theory were made by Fredsøe [11], Richards [27] (who extended the theory to the formation of ripples), Sumer and Bakioglu [32], Colombini [5] and Charru and Hinch [4].
Although the linear instability theory of dune (and ripple) formation is thus well developed, the nonlinear theory is less so. In order to develop an efficient nonlinear theory, one needs to be able to parameterise the shear stress (and thus the sand transport) due to air flow over a bumpy topography. Ideally this should be done analytically, so that one can provide a closed model based on the Exner equation of sand transport. In the case of laminar flow at high Reynolds number, one can develop the boundary layer theory for the solution of the Orr-Sommerfeld equation [3], [30] to provide such descriptions, and one can also use this solution if the flow is turbulent, with an assumed constant eddy viscosity [10]. In the more realistic situation where the flow is turbulent but the eddy viscosity is described using a mixing length theory, approximate descriptions of the flow have been developed by Jackson and Hunt [13] and Hunt et al. [12], and these have been successfully used by Hermann and co-workers to simulate various kinds of dune [16], [26]. One can also solve the air (or water) flow problem directly by numerical means, and this has been done by Parsons et al. [24], [23], who also compare their results to experiment. Such computational results do not lend themselves easily to effective models of dune evolution, however.

The principal difficulty that finite amplitude dune theories face is that dunes almost invariably develop a slip face at their rear, where the fluid flow separates, forming a separation bubble. The description of this bubble is thus of some interest. To date, the only way in which the separation bubble has been included in models is by an ad hoc assumption of its shape [16]. One of the goals of dune modelling is therefore to eradicate this deficiency, and this forms a primary aspiration of the present study. Apart from the ad hoc nature of the treatment of the separation bubble by Kroy et al. [16], there is another difficulty which has not yet been pointed out. The approximate formula for the basal shear stress, based on the Jackson-Hunt formula, assumes an attached flow everywhere. When separation occurs, this formula can no longer be used. This does not appear to have been commented on previously. The issue of the description of the separation bubble thus involves two adjustments: how to deal with the separated free boundary, and how to recompute the basal shear stress formula for separated flow. In the present paper, we will attempt to address the first of these problems. Solution of the second is reserved for future work.

There has been a proliferation of interest in this subject in recent years. The stress due to varying topography is either calculated using the Jackson-Hunt [12] mixing length theory, as for example by [16] and [28], or the Benjamin [3] constant viscosity theory, as for example by [10], [9] and [15]. Langlois and Valance [17], [18] and Valance and Langlois [33] also use the constant viscosity model in a stability analysis, although supposing that the flow is laminar. These authors [19] also study the formation of ripples under (turbulent) water flow experimentally, and note the fact that the developing ripples coarsen as they evolve, a fact also noted by Ouriemi et al. [22] in their experiments on dune formation in a pipe flow.

The instability in the Hunt model arises through the fact that the perturbed stress has a component proportional to the surface slope, and this provides a negative diffusion term in the Exner equation which describes sand transport. In the Benjamin theory, the stress is a convolution of a kernel function with the upstream slope, as we show below, and this also leads to instability. In both cases, the resulting unbounded growth rate at infinite wave numbers is limited either by the finite saturation length of sand transport [28], as discussed by Andreotti et al. [1], or by the effect of gravity on sand transport [11], and there is a consequent preferred, fastest growing wavelength. While the importance of the saturation length for aeolian saltation is clear from Bagnold’s [2] work, it is less relevant to
fluvial dunes, where bedload transport dominates at low Froude number, and the relaxation length may be only a few grain diameters \cite{1}, but the finite thickness of the bedload layer itself may be important \cite{4}.

Some of the models have been applied to specific types of dunes. Schwämmle and Herrmann \cite{29} applied the Jackson–Hunt model to transverse dunes in three dimensions and Parteli et al. \cite{25} have applied it to barchan dunes. More recently, Parteli et al. \cite{26} have studied seif dunes formed under the action of bimodal winds. As noted above, these papers describe separation in a reasonable but \textit{ad hoc} way.

Our aim in this paper is to develop the constant viscosity theory of dunes. In particular, we will develop, within this theoretical framework, a computational procedure which for the first time allows us to compute the flow in the presence of a separation bubble. Some parts of this analysis have been stated before, but without derivation \cite{10}, \cite{9}. We consider a two-dimensional turbulent flow of fluid of a finite depth over an erodible bed. The model is most pertinent to transverse dunes, these having a cross-section which is essentially laterally invariant. The bed evolution is governed by the Exner equation and throughout the bedload is assumed to be saturated. Perturbations to the flow due to basal undulations are described by the Orr-Sommerfeld equation, from which it is possible to determine a formula for the basal shear stress. We see that this formula provides an instability which can describe dune formation. The instability is stabilised at high wave numbers by the downslope component of the driving shear stress. The nonlinear evolution of the resulting dune is studied computationally, with a particular view to evaluating the effect of lee side separation on the dune evolution, thus avoiding the \textit{ad hoc} approach adopted by \cite{1} and \cite{16}, for example.

The structure of the paper is as follows. Section 2 deals with the governing equations and the basic modelling. The derivation of the shear stress is derived in section 3. The linear stability analysis is presented in section 4. We show that disturbances can grow and propagate, and that large wavenumber disturbances can be stabilised. An evolution equation is derived in section 5, which allows for the extension of the model to include the effects of separation, and computational results are presented. Concluding remarks follow in section 6. An appendix is included where the asymptotics of the Orr-Sommerfeld equation are presented for reference.

## 2 The governing equations

We consider a two-dimensional fluid flow over an erodible bed as in figure 1. In a fluvial setting the upper surface is the free surface of the river; in an aeolian setting the upper surface is taken to be the top of the planetary boundary layer. The upper surface of the fluid has a height of $z^* = \eta^*(x^*, t^*)$, relative to a reference level which is the undisturbed sand surface, where $z^*$ is the vertical spatial coordinate, $x^*$ is the horizontal spatial coordinate and $t^*$ is time. (Here and throughout an asterisk denotes a dimensional quantity, absence of an asterisk denotes a nondimensional quantity.) The surface of the bed is located at $z^* = s^*(x^*, t^*)$ and therefore the depth of the fluid layer is given by

$$h^* = \eta^* - s^*. \tag{1}$$

Mass conservation of the erodible substrate in the bed is described by the Exner equation,

$$(1 - n) \frac{\partial s^*}{\partial t^*} + \frac{\partial q^*}{\partial x^*} = 0 \tag{2}$$
where \( n \) is the porosity of the substrate and \( q^* \) is the bedload transport rate. The bedload transport \( q^* \) is related to the basal shear stress \( \tau^* \) by the Meyer-Peter and Müller law [21],

\[
q^* = C_{MPM} (\tau^* - \tau_c^*)^{3/2}
\]

where \( \tau_c^* \) is a critical basal shear stress for transport to occur, \( x_+ = \max(x, 0) \) and \( C_{MPM} \) is a constant. The bedload transport, which determines the mass of sand that is transported along the bed, is considered to be saturated. The basal shear stress for a uniform flow is assumed to satisfy the empirical friction law

\[
\tau^* = f \rho_f^* \bar{u}^* v^2
\]

where \( \rho_f^* \) is the density of water, \( f \) is the Prandtl friction factor, and \( \bar{u}^* \) is the depth-averaged horizontal velocity in a uniform flow. This relation will be modified for a non-uniform flow, as described in section 3, and is dependent upon a suitable definition of the eddy viscosity

The momentum equations of the fluid flow are the turbulent Navier-Stokes equations

\[
\begin{align*}
\frac{\partial u^*_x}{\partial t^*} + u^* u^*_x + w^* u^*_z &= -\frac{1}{\rho_f^*} p^*_x + \nu_T^* \nabla^2 u^* + g^* S, \\
\frac{\partial u^*_z}{\partial t^*} + u^* w^*_z + w^* w^*_z &= -\frac{1}{\rho_f^*} p^*_z + \nu_T^* \nabla^2 w^* - g^*,
\end{align*}
\]

where we suppose that the Reynolds stresses are related to the mean strain rate tensor through a constant eddy viscosity \( \nu_T^* \), determined below. Also, \( p^* \) is the pressure, \( g^* \) is the acceleration due to gravity, and \( S = \sin \theta \) where \( \theta \) is the inclination of the bed to the horizontal. The gravity term in (6) is strictly \( g^*(1 - S^2)^{1/2} \), but the difference is small for small slopes and is in any case easily altered to the form in (5) and (6) by mild redefinition of \( S \) and \( g^* \).

Mass conservation of the fluid is expressed by the incompressibility condition,

\[
u^*_x + w^*_z = 0.
\]

Integration of this over the depth yields

\[
\frac{\partial h^*_x}{\partial t^*} + (h^* \bar{u}^*)_x = 0.
\]
The prescription in (5) and (6) is appropriate for a sloping bed, as for example in a river. In the case of aeolian dunes, there is no slope, but the flow is driven, if we suppose the eddy-viscous fluid occupies the planetary boundary layer, by a superimposed atmospheric velocity, much as in a Blasius boundary layer. Ultimately, this tropospheric flow is driven by the slope of the tropopause, which has the effect of producing a pressure gradient on the boundary layer flow, and in effect the form of the equations is the same, the downslope gravity term being replaced by a constant pressure gradient.

The equations are nondimensionalised as follows. We suppose that $h_0^*$ is the depth of the fluid (in the undisturbed state), $u_0^*$ is the mean velocity of the fluid in the undisturbed uniform state, $\tau_0^* = \rho_0^* u_0^* v_0^2$ is the consequent stress given by (4), and $q_0^*$ is a characteristic value of the bedload flux. Then we put $h_0^* = \eta_0^* / s_0^*$, $\eta_0^* = h_0^* \eta$, and $s_0^* = h_0^* s$, so that the convective timescale for the flow is $t_0^* = (1 - n) h_0^* / q_0^*$. Thus
\begin{equation}
 h = \eta - s,
\end{equation}
determines the nondimensional depth of the fluid. The nondimensional Exner equation is
\begin{equation}
 s_t + q_x = 0.
\end{equation}
Assuming that $\tau^* \gg \tau_c^*$, the Meyer-Peter Müller law becomes
\begin{equation}
 q = \tau^{3/2},
\end{equation}
provided that $q_0^* = C_{MPM} \tau_0^* 3/2$. The turbulent Navier-Stokes equations nondimensionalise in the usual manner to the form
\begin{align}
 \varepsilon u_t + uu_x + wu_z &= -p_x + \frac{1}{\text{Re}_T} \nabla^2 u + \frac{S}{\text{Fr}^2}, \\
 \varepsilon w_t + uw_x + ww_z &= -p_z + \frac{1}{\text{Re}_T} \nabla^2 w - \frac{1}{\text{Fr}^2}, \\
 u_x + w_z &= 0,
\end{align}
where $\text{Re}_T = u_0^* h_0^* / \nu_T^*$ is the turbulent Reynolds number, $\text{Fr} = u_0^* / \sqrt{g^* h_0^*}$ is the Froude number and where $\varepsilon = q_0^* / (1 - n) h_0^* u_0^*$ represents the ratio of the bedload flux to the fluid flux. Finally, the integrated conservation of mass equation becomes
\begin{equation}
 \varepsilon h_t + (h \bar{u})_x = 0.
\end{equation}

From Dong et al. [6] we find that a typical value for aeolian sand transport is $q_0^* = 4 \times 10^{-5}$ m$^2$ s$^{-1}$. Taking typical atmospheric values $u_0^* = 10$ m s$^{-1}$, $h_0^* = 600$ m and $n = 0.4$, we find that $\varepsilon \sim 10^{-8} \ll 1$. Therefore the fluid flow is quasi-stationary; the same is true in the fluvial case.

### 2.1 Basic velocity profile

Having derived the governing equations, we now describe the basic Poiseuille profile of the flow, independent of $x$. The boundary conditions are those of no stress and constant (zero)
pressure at the top surface \( z = \eta \), and no slip at the base \( z = s \), and we take both \( s \) and \( \eta \) to be constant, with \( \eta = 1, s = 0 \). The pressure is hydrostatic, so

\[
p = \frac{1 - z}{Fr^2},
\]

(16)

while the velocity profile is

\[
u = \frac{SRe_T}{Fr^2} \left[ z - \frac{1}{2} z^2 \right],
\]

(17)

and consequently the depth-averaged velocity is

\[aru = \frac{SRe_T}{3Fr^2} = 1,
\]

(18)

by choice of the velocity scale. Hence \( u_0^* \) satisfies

\[
gSh_0^* = 3\nu_T^* u_0^*.
\]

(19)

The velocity profile in the basic state can thus be written in the form

\[
u = 3 \left[ z - \frac{1}{2} z^2 \right].
\]

(20)

Now we must reconcile the assumption that the basal stress is given by the empirical equation (4) with its direct computation from the velocity profile (20). For these to be equivalent, we require

\[
p_0^* f u_0^* = \rho_0^* \nu_T^* \frac{\partial u_0^*}{\partial z} \bigg|_{z^* = s^*},
\]

(21)

and after some algebra, we find that this is the case if the eddy viscosity is of the form

\[
\nu_T^* = \frac{1}{3} f u_0^* h_0^*,
\]

(22)

and this is consistent with common prescriptions for \( \nu_T \).

3 The perturbed basal shear stress

We now wish to study a perturbed flow about a uniform state. We take the uniform state to be as described above, with depth \( h = 1 \), base at \( s = 0 \), and a top surface at \( \eta = 1 \). We denote the velocity profile in the basic state (20) as \( U(z) \),

\[
U(z) = 3 \left( z - \frac{1}{2} z^2 \right).
\]

(23)

We can suppose that the bed is immobile, and we will suppose that \( s \) is small, so that the perturbations are small. Eliminating the pressure terms from (12) and (13), and defining a perturbation stream function \( \psi \) by

\[
u = U(z) + \psi_z, \quad w = -\psi_x,
\]

(24)

we derive the linearised Orr-Sommerfeld equation for \( \psi \),

\[
U \nabla^2 \psi_z - U'' \psi_x = \frac{1}{Re_T} \nabla^4 \psi.
\]

(25)
It is important to note that in doing this, we assume that \(\nu_T^*\) is constant. In view of (22), this implies that the volume flux in the perturbed state is the same as that in the basic state. This has an implication for the boundary conditions for (25).

The linearised boundary conditions are as follows. Zero pressure at the surface \(z = \eta\) provides
\[
p|_{z=1} \approx (1 - \eta) p|_{z=1},
\]
i.e.,
\[
\eta \approx 1 + Fr^2 p|_{z=1}.
\]
We choose now to consider only placid flow at small Froude numbers \(Fr \ll 1\), so
\[
\eta \approx 1.
\]

The no-slip condition \(u|_{z=s} = 0\) on \(z = s\) yields
\[
\psi_z|_{z=0} = -sU'(0).
\]
The condition of no stress on the upper surface \(u_z|_{z=\eta} = 0\) gives
\[
\psi_{zz}|_{z=1} = 0.
\]

As mentioned above, the volume flux of the flow is the same as that over the unperturbed bed. Hence, we can take
\[
\psi|_{z=0} = \psi|_{z=1} = 0.
\]

In summary we must solve the Orr-Sommerfeld equation (25) subject to the boundary conditions
\[
\begin{align*}
\psi &= 0 & & \text{on} & & z = 0, \\
\psi_z &= -sU'(0) & & \text{on} & & z = 0, \\
\psi &= 0 & & \text{on} & & z = 1,
\end{align*}
\]
and
\[
\psi_{zz} = 0 & & \text{on} & & z = 1.
\]

The dimensionless basal shear stress for the perturbed flow is given approximately by
\[
\tau = \rho_j^* \nu_T^* \left. \frac{\partial u^*}{\partial z^*} \right|_{z^* = s^*} = \frac{1}{3} \left. \frac{\partial u}{\partial z} \right|_{z=s},
\]
using \(\tau_0^* = \rho_j^* f u_0^2\), together with the definition of \(\nu_T\) in (22). In terms of \(\psi\), this can be written in the approximate form, correct to terms of \(O(s)\),
\[
\tau = \frac{1}{3} \left( U'(0) + sU''(0) + \psi_{zz|_{z=0}} \right).
\]

In order to fully specify the basal shear stress we are required to determine \(\psi_{zz|_{z=0}}\). Thus, seeking solutions for \(\psi\) we first take the Fourier transform of the Orr-Sommerfeld equation (25) and of the boundary conditions (32), defining the Fourier transform as
\[
\mathcal{F}(u(x)) = \hat{u}(k) = \int_{-\infty}^{\infty} u(x)e^{-ikx}dx.
\]
In addition we define $\Psi$ by

$$\hat{\psi} = -\hat{s}U'(0)\Psi.$$  \hspace{1cm} (36)

Thus we have to solve

$$ik\left[U(-k^2\Psi + \Psi'') - U''\Psi\right] = \frac{1}{\text{Re}_T} \left(k^4\Psi - 2k^2\Psi'' + \Psi^{(iv)}\right),$$  \hspace{1cm} (37)

subject to

$$\Psi''(1,k) = 0,$$  \hspace{1cm} (38a)
$$\Psi(1,k) = 0,$$  \hspace{1cm} (38b)
$$\Psi(0,k) = 0,$$  \hspace{1cm} (38c)

and

$$\Psi'(0,k) = 1.$$  \hspace{1cm} (38d)

Then $\psi_{zz}|_{z=0}$ is given by the inverse Fourier transform of $-\hat{s}U'(0)\Psi''|_{z=0}$, i.e.,

$$\psi_{zz}|_{z=0} = -\frac{U'(0)}{2\pi} \int_{-\infty}^{\infty} \hat{s}'(k) \frac{\Psi''(0,k)}{ik} e^{ikx} dk,$$  \hspace{1cm} (39)

where we have also used the fact that $\hat{s}' = ik\hat{s}$. Using the convolution theorem, it is straightforward to obtain

$$\psi_{zz}|_{z=0} = U'(0) \int_{-\infty}^{\infty} s'(\xi) K(x-\xi) d\xi,$$  \hspace{1cm} (40)

where the convolution kernel $K(x)$ has the Fourier transform

$$\hat{K}(k) = -\frac{\Psi''(0,k)}{ik}.$$  \hspace{1cm} (41)

Hence, since $U'(0) = 3$,

$$\tau \approx 1 - s + \int_{-\infty}^{\infty} K(x-\xi)s'(\xi) d\xi.$$  \hspace{1cm} (42)

We now need to find a solution to the Fourier transform of the Orr-Sommerfeld equation (37) subject to the boundary conditions (38). Then the convolution kernel $K$ and hence the basal shear stress $\tau$ will be fully determined. It is not possible to find an exact solution but the largeness of the turbulent Reynolds number $\text{Re}_T$ can be exploited to find an approximate analytic expression for $\Psi''(0,k)$. The turbulent Reynolds number can be estimated using (22) to be $\text{Re}_T \approx \frac{3}{f}$; for a typical value of $f \approx 0.005$, we have $\text{Re}_T \approx 600$. The asymptotic solution at large Reynolds number to the Orr-Sommerfeld equation is a well-known problem and the details can be found in Drazin and Reid [7], for example. Thus we do not present the details here; however, an outline of the argument is presented in the appendix for reference.

The result can be derived because of the presence of a boundary layer of size $\text{Re}_T^{-1/3}$ just above the sediment layer.

It is ultimately found that

$$\Psi''(0,k) = -\frac{3^{2/3}(ik)^{1/3}\text{Re}_T^{1/3}}{\Gamma\left(\frac{1}{3}\right)}.$$  \hspace{1cm} (43)
and so
\[ \hat{K}(k) = \frac{3^{2/3} \text{Re}_T^{1/3}}{(ik)^{2/3} \Gamma\left(\frac{2}{3}\right)} \] (44)
follows from (41). Charru and Hinch [20] and Vincent and Langlois [17] have found a similar relation in their work. To complete the derivation we must find the inverse transform of \( \hat{K} \). Doing so yields
\[ K(x) = \begin{cases} \mu x^{-1/3}, & x > 0, \\ 0, & x \leq 0, \end{cases} \] (45)
where
\[ \mu = \frac{3^{2/3} \text{Re}_T^{1/3}}{\{\Gamma\left(\frac{2}{3}\right)\}^2}. \] (46)
For a value of \( \text{Re}_T = 600 \), and since \( \Gamma\left(\frac{2}{3}\right) = 1.354 \), we find \( \mu = 9.57 \). Consequently,
\[ \tau \approx 1 - s + \mu \int_0^\infty \frac{s'(x - \xi)}{\xi^{1/3}} d\xi. \] (47)
Note that the integral term is proportional to the fractional \( (\frac{1}{3}) \) derivative of \( s \).

(47) gives the corrected stress under the restrictive assumption that the flow rate, and thus also the eddy viscosity, is constant. The term in \( s \) is slightly anomalous, insofar as it suggests that a change in depth only will change the stress, in contradiction to the turbulent friction law (4). To resolve this, suppose that \( s \) is constant; we write the stress in (47) in the dimensional form
\[ \tau^* = \frac{3 \rho_l^* \nu_T^* u_0^*}{h_0^*} \left(1 - \frac{\Delta h}{h_0^*}\right) \approx \frac{3 \rho_l^* \nu_T^* u_0^*}{h_0^* + \Delta h}, \] (48)
where \( s = \frac{\Delta h}{h_0^*} \); however, since \( \nu_T^* \propto h_0^* \), we see that in fact the change in depth in the denominator is compensated by the change to the eddy viscosity. The implication is that the bed perturbation in (47) has zero spatial mean, which is in fact implicit in the solution of the Orr-Sommerfeld equation by use of the Fourier transform.

If we now allow the mean (dimensionless) velocity to vary, then the generalisation of (47) is
\[ \tau \approx \bar{u}^2 \left[ 1 - s + \mu \int_0^\infty \frac{s'(x - \xi)}{\xi^{1/3}} d\xi \right]. \] (49)

4 Linear stability analysis

We now perform a linear stability analysis of the governing equations using the model (47) for the basal shear stress. The governing equations are, from (9) and (28),
\[ h = 1 - s; \] (50)
the Exner equation (10),
\[ s_t + q_x = 0; \] (51)
the flux, following from (15) with \( \varepsilon = 0 \) (and omitting the overbar on \( \bar{u} \)):
\[ h u = 1; \] (52)
the Meyer-Peter and Müller [21] law (11)

\[ q = \tau^{3/2}; \tag{53} \]

and the basal shear stress prescription (49),

\[ \tau = u^2(1 - s + K \ast s_x), \tag{54} \]

where \( K \ast s_x \) represents the convolution. The Exner equation can be written as

\[ s_t + q'(\tau)\tau_x = 0; \tag{55} \]

after linearising for small bed height \( s \), we therefore find

\[ s_t + q'(1)(s_x + K \ast s_{xx}) = 0. \tag{56} \]

Seeking normal modes of the form \( s = s_0 = e^{\sigma t + ikx} \) yields a growth rate given by

\[ \text{Re} \sigma = q'(1)k^2\text{Re} \hat{K}, \tag{57} \]

and using (44) with \( q'(1) = \frac{3}{2} \), we find

\[ \text{Re} \sigma = \alpha k^{4/3} > 0, \tag{58} \]

where

\[ \alpha = \frac{3}{4}c, \quad c = \frac{3^{2/3}\text{Re}^{1/3}}{\Gamma(\frac{2}{3})}, \tag{59} \]

and the wave speed is

\[ -\frac{\text{Im} \sigma}{k} = \frac{3}{2} \left( \frac{\sqrt{3}}{2}ck^{1/3} + 1 \right), \tag{60} \]

implying that the disturbances grow and propagate downstream. Observe that \( \text{Re} \sigma \propto k^{4/3} \) so that the growth rate of the disturbances is unbounded for large wavenumbers (or small wavelengths). This problem also occurs in the Kennedy model [14]. The large wavenumber disturbances can be stabilised in this model as described below.

### 4.1 Stabilisation of large \( k \) instabilities

So far, the effect of gravity on the bedload particles has been neglected. Its inclusion leads to a stabilising effect on large wavenumber disturbances as follows.

A particle of diameter \( D^*_s \) has a force exerted on it by the flow of approximately \( \tau^* D^*_s^2 \) and if the particle is on a (small) slope \( s_x \) there is a downstream force due to gravity of approximately \( -\Delta \rho^* g^* D^*_s^3 s_x \), where \( \Delta \rho^* = \rho^*_s - \rho^*_f \), which must be added to the stress \( \tau^* \) in order to provide the effective stress \( \tau^*_e \) on the particle. In dimensionless terms, the consequent effective stress is

\[ \tau_e = \tau - \beta s_x, \tag{61} \]

where

\[ \beta = \frac{\Delta \rho^* g^* D^*_s}{\rho^*_f f^* u_0^2}. \tag{62} \]
The Exner equation is then

$$\frac{\partial s}{\partial t} + \frac{\partial q(\tau_e)}{\partial x} = 0, \quad (63)$$

and when linearised, equation (56) is modified to

$$s_t + q'(1)(s_x + K \ast s_{xx} - \beta s_{xx}) = 0. \quad (64)$$

The growth rate thus becomes

$$\text{Re} \sigma = \frac{\alpha k^{4/3}}{3/2} - \frac{3}{2} \beta k^2. \quad (65)$$

Thus the effect of gravity is to stabilise the short wavelength disturbances, but the large wavelength disturbances are preserved. The maximum growth rate occurs when

$$k = k_{max} = \left(\frac{4\alpha}{9\beta}\right)^{3/2}, \quad (66)$$

and from (59), we have \(c \approx 12.96\) when \(\text{Re}_T = 600\), and thus \(\alpha \approx 9.72\). Using typical values for air flow over sand of \(\frac{\Delta \rho^*}{\rho_f} = 2.17 \times 10^3\), \(g^* = 9.8\ m\ s^{-2}\), \(D^*_s = 10^{-4}\ m\), \(f^* = 0.005\) and \(u_0^* = 10\ m\ s^{-1}\), we find \(\beta \approx 4.3\), and thus \(k_{max} \approx 1.04.1\) In dimensional terms the fastest growing wavelength is

$$\lambda^* = \frac{2\pi h_0^*}{k_{max}}, \quad (67)$$

which is approximately 3.6 km if we take \(h_0^* = 600\ m\). Generally, the predicted wavelength is about six times the flow depth.

5 Separation

The evolution equation for dunes is given by the Exner equation

$$s_t + q_x = 0, \quad (68)$$

where \(q = q(\tau_e)\), and the effective shear stress is given by

$$\tau_e = \tau - \beta s_x, \quad \tau = \frac{1}{(1-s)^2} (1 - s + K \ast s_x). \quad (69)$$

Although the computation of the shear stress is based on a linearisation of the flow equations, the evolution equation for \(s\) provides a fully nonlinear model for \(s\). Fowler [10], [9] developed a mildly nonlinear evolution equation from (68) by linearising it as

$$\frac{\partial s}{\partial t} + q'(1) \frac{\partial \tau_e}{\partial x} = 0, \quad (70)$$

and writing the effective shear stress as

$$\tau_e \approx 1 + s + s^2 + K \ast s_x - \beta s_x. \quad (71)$$

Note that \(\frac{1}{\beta}\) is the Shields stress, which must be greater than approximately 0.05 for sediment transport to occur, i.e., \(\beta \lesssim 20\).
With a suitable change of variable together with a mild rescaling, we can derive the evolution equation in the form
\[
\frac{\partial s}{\partial \tau} + \frac{\partial}{\partial \xi} \left[ \frac{1}{2} s^2 + \int_0^\infty \frac{1}{\eta^{1/3}} \frac{\partial s(\xi - \eta)}{\partial \xi} d\eta - \frac{\partial s}{\partial \xi} \right] = 0.
\] (72)

Solutions of (72) have the following behaviour, when solved numerically with periodic boundary conditions. An initially almost flat state grows into a series of waves, whose wavelength coarsens until eventually a single wave occupies the domain. The wave has a steep lee side, much like a dune, although there is no separation in the model. To understand this behaviour, we note that for large wavelengths, the model (72) approaches Burgers’ equation, with a small diffusivity. Thus the solution evolves to a series of shocks, and the coarsening is a consequence of the larger shock catching and engulfing the smaller shocks. The integral term also becomes small in this limit, and its primary purpose appears to be to generate the instability of the uniform state.

Since both the diffusive and the integral term become small at large time, it might be expected that (71) would provide a good approximation to (69). Further thought suggests that this may not in fact be the case. The solution in figure 2 has large amplitude and slope, suggesting that in reality, separation will occur when the shear stress reaches zero, and a slip face will occur if the slope reaches that corresponding to the angle of repose \( \phi \approx 34^\circ \), i.e., \(-s_x > S_c = \tan \phi \approx 0.67\). Figure 3 shows a numerical solution of the full model (68) with (69), starting from the nearly flat state. As the waves grow, the slopes increase, and also the minimum shear stress decreases, until at some point separation occurs because \( \tau \) reaches zero.

### 5.1 A model for separation

As discussed in the introduction, once separation occurs, the computation of the shear stress must be rethought, and this applies both to the Benjamin model as adopted here, and the Jackson-Hunt model used by Kroy et al. [16]. In the present paper, we do not address this issue, but assume that \( \tau \) is still given by (69), even when separation occurs. We do, however, address the issue of how to compute the solution when separation occurs.
Figure 3: Solution of (68) using (69), together with $q(\tau) = \tau^{3/2}$, at the point where the shear stress first reaches zero.

One way to do this is to realise that the Exner equation becomes redundant when $\tau$ reaches zero, and this can be used to effect a solution, by retaining the Exner equation, but defining the function $q$ to be such that $\tau$ remains at zero. If, first, we suppose $\beta = 0$, then we define $q$ as the graph

$$q = q_0(\tau), \quad \tau > 0,$$
$$q > 0, \quad \tau = 0.$$  \hspace{1cm} (73)

The solution of this automatically caters for separation.

When attempting to solve the Exner equation numerically, it is expeditious to approximate (73). For example, if $q_0 = \tau^{3/2}$, then we might choose

$$q = [\tau]^{3/2} + \frac{\delta_1}{\tau + \delta_2},$$  \hspace{1cm} (74)

where $\delta_1$ and $\delta_2$ are suitably small positive constants. If $\beta$ is non-zero, then we need to allow it to be variable in such a way that $\beta \to 0$ as $\tau \to 0$. This can be achieved by allowing

$$\beta = \beta_0 [1 - \exp (-\Lambda_1 \tau)],$$  \hspace{1cm} (75)

where $\Lambda_1$ is large.

Numerically, (75) is inadvisable, since the spectral method that we use will allow transients in which $\tau$ and thus $\beta < 0$; this can be avoided by the alternative choice

$$\beta = \beta_0 [1 + \tanh \Lambda_1 (\tau - \delta_3)],$$  \hspace{1cm} (76)

and we use this in the computations shown in figures 4, 5 and 6. Figure 4 shows the steady state solution at large time. The apparent Gibbs oscillations are then removed by taking a moving average over an interval $\Delta = 16\delta x$ where $\delta x = 0.0196$ is the computational grid spacing. Thus $\Delta \approx 0.314$. The smoothed solution is shown in figure 5. A solution at early time ($t = 0.025$) is also shown, see figure 6.

Finally we observe that also we should enable infinite $q$ if $-s_x$ reaches $S_c$, in order that slopes do not exceed the angle of repose. In practice we found, however, that the maximum slope never approaches the angle of repose, so no modification needed to be included for this.
Figure 4: Solution of (68) using (74), with values $\delta_1 = 0.25$, $\delta_2 = 0.25$, $\delta_3 = 0.5$, and also (76), with $\Lambda_1 = 5$. The sand surface in the separation bubble is taken to consist of a slip face from the crest of the dune, together with a horizontal surface up to the point of flow reattachment. The solution can be smoothed by taking a moving average, see figure 5.

Figure 5: The solution shown in 4 after a moving average has been taken. The interval over which the average is taken is $\Delta = 16\delta x$, where $\delta x = 0.0196$ is the grid spacing.
Figure 6: Solution of (68) using (74), with values $\delta_1 = 0.25$, $\delta_2 = 0.25$, $\delta_3 = 0.5$, and also (76), with $\Lambda_1 = 5$ shown for early time, $t = 0.025$. The initial condition is a randomly perturbed bed.

6 Conclusions

We have provided a derivation of the Exner-Benjamin model of dune formation, in which it is assumed that the air or water flow is described by a constant eddy viscosity. If the model is solved in a mildly nonlinear formulation, coarsening occurs, but in practice separation will occur before this. We have shown how the model, using the same formula for the derived shear stress, can be extended computationally to allow for the effects of separation. However, we also point out that a second modification of the theory is necessary, and this is that the expression for the shear stress itself must take account of the flow separation. No theory of dune formation has as yet addressed this issue, and we reserve its resolution to a future paper.

Model computations using the present approach show that a separation bubble inevitably occurs, and that the resulting dunes obtain a finite elevation, and propagate forwards at a finite rate. As is the case for the model without separation, coarsening occurs, and the initial dunes coalesce, so that eventually a single dune fills the domain, as shown in figure 4. For the computation shown in figure 4, the elevation is 34.8 m and the dune speed is 11.95 m a$^{-1}$, assuming the aeolian parameter values used earlier.
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Appendix. Asymptotics of Orr-Sommerfeld equation

In this appendix we present some of the details of the asymptotic solution of the Orr-Sommerfeld equation, which provides us with an approximate expression for the term $\Psi''(0, k)$ that is required in order to fully derive the formula for the basal shear stress. This analysis is well known (see Drazin and Reid [7]) but is included here for completeness.

We consider equation (37) subject to (38) in the limit $\text{Re}_T \to \infty$. The outer solution is expanded in powers of $\text{Re}_T^{-1}$:

$$\Psi \sim \text{Re}_T^{-m} \left( \Psi_0 + \text{Re}_T^{-1} \Psi_1 + O \left( \text{Re}_T^{-2} \right) \right), \quad (77)$$

where $m$ is determined below. The equation for $\Psi_0$ is the Rayleigh equation,

$$U \left( \Psi_0'' - k^2 \Psi_0 \right) - U'' \Psi_0 = 0. \quad (78)$$

Clearly, this is a singular perturbation problem: the no slip condition at $z = 0$ cannot be satisfied and a boundary layer is introduced below. The Rayleigh equation is solved by Frobenius’s method; linearly independent solutions of the form

$$\psi_1(z) = \sum_{n=0}^{\infty} a_n z^n \quad (79)$$

and

$$\psi_2(z) = \sum_{n=0}^{\infty} b_n z^n - \psi_1 \log(z) \quad (80)$$

are sought. The coefficients $a_n$ and $b_n$ are found to satisfy the recurrence relations

$$a_n = \frac{1}{n(n-1)} \left( \frac{1}{2} n(n-3) a_{n-1} + k^2 a_{n-2} - \frac{1}{2} k^2 a_{n-3} \right) \quad (81)$$

and

$$b_n = \frac{1}{n(n-1)} \left( \frac{1}{2} n(n-3) b_{n-1} + k^2 b_{n-2} - \frac{1}{2} k^2 b_{n-3} + \frac{1}{2} (2n-3) a_{n-1} - (2n-1) a_n \right) \quad (82)$$

and $a_0 = 0$, $a_1 = 1$, $a_2 = -\frac{1}{2}$; $b_0 = 1$, $b_1 = 0$ and $b_2 = \frac{1}{2} k^2 - 1$. In order to satisfy the boundary condition $\Psi_0(1) = 0$ we suppose that $\Psi_0(z)$ is a linear combination of the two series, i.e.

$$\Psi_0(z) = \beta \left( \psi_2(z) - \frac{\psi_2(1)}{\psi_1(1)} \psi_1(z) \right). \quad (83)$$

As $z \to 0$, $\Psi \to \beta \text{Re}_T^{-m}$; the boundary condition at $z = 0$ is not satisfied and we need to introduce a boundary layer, as stated above. The $z$-co-ordinate is rescaled by writing $z = \varepsilon Z$. Then $U(\varepsilon Z) = U(0) + \varepsilon U'(0) + O(\varepsilon^2)$ and $U''(\varepsilon Z) = U''(0) + \varepsilon U'''(0) + O(\varepsilon^2)$.

If we balance the leading order terms after substitution into equation (37) we discover that

$$\varepsilon = \left[ (ik) U'(0) \text{Re}_T \right]^{-1/3}, \quad (84)$$
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and the inner equation is

$$\Psi^{(4)} - Z\Psi'' + \frac{\varepsilon}{2} \left( \frac{Z^2}{2} \Psi'' - \Psi \right) = O(\varepsilon^2). \quad (85)$$

We then write an inner expansion as

$$\Psi = \text{Re} e^{-m} \left( \Phi_0 + \varepsilon \Phi_1 + O(\varepsilon^2) \right) \quad (86)$$

which produces

$$\Phi^{(4)}_0 - Z\Phi''_0 = 0 \quad (87)$$

and

$$\Phi^{(4)}_1 - Z\Phi''_1 = \Phi_0 - \frac{Z^2}{2} \Phi'_0. \quad (88)$$

Equation (87) is Airy’s equation for $\Phi''_0$. From Drazin and Reid [7], $\Phi_0$ is given by

$$\Phi_0 = \alpha_0 + \alpha_1 Z + \alpha_2 A^{(1)}_2(Z) + \alpha_3 A^{(3)}_2(Z) \quad (89)$$

where $\alpha_i$ are constants and $A^{(k)}_p(Z)$ are the generalised Airy functions given by

$$A^{(k)}_p(Z) = \frac{1}{2\pi i} \int_{L_k} t^{-p} e^{Zt - \frac{1}{3} t^3} dt, \quad (90)$$

with $L_k$ being various contours in the complex plane. Matching the solution for $\Psi_0$ as $z \to 0$ with the solution for $\Phi_0$ as $\varepsilon Z \to \infty$ yields $\beta = \alpha_0$, $\alpha_1 = 0$ and $\alpha_3 = 0$. The remaining constants are determined by the boundary conditions $\Psi(0) = 0$ and $\varepsilon^{-1} \Psi(Z = 0) = 1$ yielding

$$\alpha_2 = -\frac{\beta}{A^{(1)}_2(0)}, \quad \beta = -\frac{\varepsilon \text{Re} e^{-m} A^{(1)}_2(0)}{A^{(1)}_1(0)}. \quad (91)$$

Therefore the inner solution is

$$\Psi \sim \frac{\varepsilon}{A^{(1)}_1(0)} \left[ A^{(1)}_2(Z) - A^{(1)}_2(0) \right] + O(\varepsilon^2) \quad (92)$$

and the outer solution is

$$\Psi \sim -\frac{\varepsilon A^{(1)}_2(0)}{A^{(1)}_1(0)} \left[ \psi_2(z) - \frac{\psi_2(1)}{\psi_1(1)} \psi_1(z) \right] + O(\varepsilon^2). \quad (93)$$

It is now possible to determine the exponent $m$. Implicitly, $\beta$ is assumed to be order one. Recalling (84) which states $\text{Re} e^{-m} \propto \varepsilon^{-3}$ we see that $m = 1/3$ in order for the above expression to be order unity. To finally determine $\Psi_{zz}(z = 0)$ we must find the second derivative of the inner solution. This turns out to be

$$\Psi_{zz}|_{z=0} = -\frac{3^{2/3}(ik)^{1/3} \text{Re} e^{-1/3}}{\Gamma(\frac{2}{3})} \quad (94)$$

where we have used the fact that $A^{(1)}_1(0) = -\frac{1}{3}$ and the fact that $A^{(1)}_0(0) = \frac{1}{3^{2/3}\Gamma(\frac{2}{3})}$. 
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