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Abstract Root hairs are thought to play an important role in mediating nutrient uptake by plants. We develop a mathematical model for the nutrient transport and uptake in the root hair zone of a single root in the soil. Nutrients are assumed to diffuse both in the soil fluid phase and within the soil particles. Nutrients can also be bound to the soil particle surfaces by reversible reactions. Using homogenization techniques we derive a macroscopic dual porosity model for nutrient diffusion and reaction in the soil which includes the effect of all root hair surfaces.
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1 Introduction

With the recent reports in global food shortages it is now more important than ever to have a clear understanding of processes that control crop growth [1]. One of the most influential factors for plant growth is the soil nutrient status and the availability of the nutrients in the soil solution. Plants are able to take up nutrients from the soil solution using their root system. An integral part of the root system is root hairs, which are lateral extensions of epidermical cells that increase the effective surface area of the root system available for water and nutrient uptake. Nutrients move to the root and the root hairs by a combination of diffusion and convection in the soil pore space [2].

One of the most limited nutrients, particularly in Africa, is phosphate which is usually so strongly bound to the soil particles as to become almost immobile [2]. In these situations of phosphate bioavailability, root hairs are
thought to be particularly important [3]. A better understanding of how root hairs mediate phosphate uptake will enhance the development of more phosphate-efficient crops, in addition to explaining how their morphology influences their function. Such an improved understanding might lead to the reduction in the use of phosphate based fertilizers. This would be welcoming for the developing world, since due to the lack of free phosphorous in nature, phosphate based fertilizers are becoming limited and expensive [1]. Furthermore, such a reduction would have a positive environmental impact, given that phosphate based fertilizers are posing a great environmental threat, especially in the developed world [4,5]. Given the complexity of root hair-soil interactions, and the difficulty of measuring the root uptake properties experimentally, development of mathematical models is necessary. Mathematical models will enable the comparisons between different root hair properties, such as their geometry and rates of nutrient uptake as well as different soil properties.

The more traditional approaches of root hair uptake modelling fall into three categories. In the first, the effective root radius is extended by the length of the root hairs, and any concentration gradients along the length of the root hair are not allowed [6]. In the second, the continuity equation for nutrient transport is modified with a separate sink term describing nutrient influx into the hairs [7]. Finally a more computationally intensive approach has been adopted in [8]. In particular, the nutrient transport equation is solved in a three-dimensional model that takes into account the geometry of root hairs explicitly. However, in all these models the soil around each root hair is considered homogeneous, i.e., it is averaged over many soil particles. This assumption, as we later show, is not necessarily valid in all experimental situations.

The modelling of such multiscale problems in three-dimensions is computationally challenging and limited to the specific geometry under investigation. One possible way of overcoming such barriers is by using the homogenization theory [9,10]. With this method, spatial heterogeneities at different scales can be transformed into a tractable homogeneous description. Equations that are valid on the macroscale are derived by incorporating the relevant information about the microscale geometry and model properties. Recently there has been an increase in the use of homogenization methods in studying nutrient transport in the rhizosphere [11–13]. More precisely, in [11] a model for the nutrient uptake by the root hairs was developed, where the effect of the root hairs was replaced, in the homogenized equation, by a sink term valid throughout the root hair zone. This model was applicable mainly in the case of hydroponic cultures and soils where the soil particle size is much smaller than the interhair distance. On the other hand, in [12,13] a dual porosity model was developed and studied for the diffusion of strongly-sorbed solutes, such as phosphate, in the soil. In this paper the nutrients were allowed to diffuse both in the soil solution and inside the soil particles, while reactions on the soil particles surfaces and in their interior surfaces were also taken into account.
In this paper we study the nutrient uptake by root hairs, in a single root scale as in [11], but not in hydroponic cultures. Instead, we consider the situation where the nutrients are allowed to diffuse and react in the solution and also within the soil particles as in [13]. The fact that the soil particle size is comparable to the interhair distance means that when we homogenize this system we should take into account both the effect of the root hairs and the soil particles simultaneously. As we show later this leads to an effective model that takes into account both the root hairs and soil particle geometry on the diffusion impedance.

The rest of the paper is organized as follows. In Section 2, we describe the microscopic model. In Section 3 we present the homogenized equations in the general case as well as a simplified one dimensional version of them. Finally, in Section 4 we present various numerical investigations of the homogenized equations.

2 Description of the model

In this section we describe our microscopic model. We start by describing the geometry of the simplest geometric element in the model and then present the dimensional and dimensionless forms of our equations. In order to describe the geometry of our model, we first need to discuss the relative size of the root hairs in comparison to the soil particles. A picture of root hairs in the case of barley can be seen in Figure 1. In Table 1 we present the interhair distance of root hairs for a variety of plants. As we can see the typical interhair distance is of the order of \(10^{-2}\) cm. Since, the size of a typical soil particle is of the same order (for example sand particles can be of the order \(10^{-2}\) cm [2,14]) we see that in between two root hairs we typically have one soil particle.
Table 1: Root hair radius and interhair distance for different plants (see [11] and the references within).

<table>
<thead>
<tr>
<th>Plants</th>
<th>Root hair radius $10^{-4}$ cm</th>
<th>Interhair distance $10^{-2}$ cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arbidopsis</td>
<td>3.2 – 3.3</td>
<td>0.92 – 1.11</td>
</tr>
<tr>
<td>Bean</td>
<td>5</td>
<td>1.36</td>
</tr>
<tr>
<td>Carrot</td>
<td>4</td>
<td>0.61</td>
</tr>
<tr>
<td>Lettuce</td>
<td>4.8</td>
<td>0.78</td>
</tr>
<tr>
<td>Onion</td>
<td>1</td>
<td>4.27</td>
</tr>
<tr>
<td>Rape</td>
<td>5</td>
<td>1.02</td>
</tr>
<tr>
<td>Tomato</td>
<td>5</td>
<td>1.02</td>
</tr>
<tr>
<td>Wheat</td>
<td>5</td>
<td>1.11 – 1.49</td>
</tr>
</tbody>
</table>

Fig. 2: Typical geometry of the problem. Root hair surfaces are denoted with green, the soil particle with brown, while the gas particles with white. Rest is water.

### 2.1 Geometry of the model

We consider one single root with a root hair zone in the soil. Soil is considered to be a porous material consisting of porous soil particles that are separated by water and air, see Figure 2a. A continuous film of liquid is in contact with and connects the particles. Figure 2a shows the typical geometry of the soil away from the root hair zone, while in the root hair zone the typical geometry can be seen in Figure 2b.

The unit cell that we see in Figure 2 is periodically repeating itself in space. We therefore have a composite material with microscopic properties that change periodically and rapidly compared to the macroscopic scale. We define the macroscopic space variable $x$ and the microscopic space variable $y$. The characteristic macroscopic length scale is the length of the soil column $L = L_a + L_b$, where $L_a$ is the length of the part of the soil column that is in the root hair zone and $L_b$ is the length of the soil column away from the root hair zone. The characteristic microscopic length-scale is the length...
of the inter-hair distance, which we assume to be of comparable size to
the length \( l \) of the unit cell containing a single soil particle and its associated extra-particle liquid and gas. Based on the discussion in this section, we expect that there would be at most one or two particles within two root hairs.

If the ratio of the two length scales is small, i.e., scaling parameter \( \epsilon = l_1/L \ll 1 \), it is possible to use homogenization theory to find effective macroscopic properties. Homogenization theory [9, 10] enables us to develop equations allowing for the influence of both spatial coordinates: the \( y \) coordinates reflecting the microscopic properties of the system, and the coarser \( x \) coordinates reflecting the macroscopic properties. Homogenization theory considers that \( x \) and \( y \) can be treated independently if \( \epsilon \) is sufficiently small.

We now proceed with first defining the dimensional equations for our model. We then non-dimensionalize these using the scale of the microscopic space. We later rescale them to obtain equations on the scale of the soil bulk and then apply homogenization theory to obtain a macroscopic equation.

### 2.2 Dimensional model

We will distinguish between the solute concentration in water between soil particles (interparticle water volume) \( C_e \), \( \mu \text{mol cm}^{-3} \) and in water inside each particle (intraparticle water volume) \( C_i \), \( \mu \text{mol cm}^{-3} \). We take \( \theta_i \) to be particle porosity, i.e., the volume of water inside the particle per volume of particle and thus \( \theta_i C_i \mu \text{mol cm}^{-3} \) is the amount of solute in the water fraction of the particle per volume of the particle.

We also allow for adsorption and desorption of solutes to the soil particle surfaces. In the case of strongly sorbed solutes, such as phosphate, the adsorption and the desorption can be fast in comparison to diffusion. Thus, following [15] we consider fast and slow adsorbed solute concentration and will distinguish between adsorption to the surface of the particle and to the surfaces inside the porous particle. We thus define the following quantities: \( S_{ef} \) and \( S_{es} \), \( \mu \text{mol cm}^{-2} \), are fast and slow adsorbed concentrations on the single particle surface, respectively, and similarly \( S_{if} \) and \( S_{is} \), \( \mu \text{mol cm}^{-2} \) are fast and slow concentrations on the surfaces inside the single particle, respectively.

The solute concentration in the water in the interparticle space is changing due to diffusion in water, fast and slow adsorption and desorption on the particle surface and due to the flux into the particle. We point out that we ignore convective effects because the Peclet number for flows into the root is very small [16]. Thus the equations and boundary conditions for the solute concentration in water around the particle are given by

\[
\begin{align*}
\partial_t C_e - \nabla \cdot (D_e \nabla C_e) &= 0, & \text{in solution around particles,} \quad (2.1a) \\
D_i \nabla C_e \cdot \nu &= D_i \nabla C_i \cdot \nu - \partial_t (\sigma_e S_{ef}) - \partial_t (\sigma_e S_{es}), & \quad (2.1b) \\
C_e &= C_i, & \text{on particle surface,} \quad (2.1c)
\end{align*}
\]
where $D_e$ is the diffusion coefficient of solute in water, $D_i$ is the diffusion coefficient of solute inside the particle and $\nu$ is the outward normal vector to the particle boundary (pointing into the particle). Also here $\sigma_e$, cm$^2$ cm$^{-2}$, defines the bulk density on the exterior particle surface per whole surface area of the particle and $\sigma_i$, $\mu$mol cm$^{-2}$, are amounts of fast and slow absorbed solute per particle surface.

For the fast and slow adsorbed concentrations on the particle surface we take

$$\partial_t(\sigma_e S_{ef}) = \sigma_e F_f(C_e, S_{ef}), \text{ on particle surface,} \quad (2.2a)$$
$$\partial_t(\sigma_e S_{es}) = \sigma_e F_s(C_e, S_{es}), \text{ on particle surface,} \quad (2.2b)$$

where $F_f$ and $F_s$ are reaction kinetics for fast and slow adsorbed solute concentration on the particle surface, respectively. We will specify the function form of $F_f$ and $F_s$ at a later stage.

The solute concentration in the water fraction inside the particle is changing due to diffusion, adsorption and desorption on the solid surface inside the particle, and the flux of the solute concentration from interparticle to intraparticle domain. We thus obtain

$$\theta_i \partial_t C_i - \nabla \cdot (D_i \nabla C_i) = -\partial_t (\sigma_i S_{if}) - \partial_t (\sigma_i S_{is}), \text{ inside the particle,} \quad (2.3)$$

where the adsorbed concentration inside the particle is given by

$$\partial_t(\sigma_i S_{if}) = \sigma_i G_f(C_i, S_{if}), \text{ on particle surface,} \quad (2.4a)$$
$$\partial_t(\sigma_i S_{is}) = \sigma_i G_s(C_i, S_{is}). \text{ on particle surface.} \quad (2.4b)$$

In (2.4) $G_f, G_s$ are reaction kinetics for fast and slow adsorbed solute concentrations inside the particle. We denote by $\sigma_i$, cm$^2$ cm$^{-3}$, the bulk density in the interior particle surfaces per whole volume of the particle, and $\sigma_i S_{if}, \sigma_i S_{is}$, are amounts of fast and slow absorbed solute inside the particle per particle volume, respectively. For simplicity we only treat the case of linear kinetics:

$$F_j(C_e, S_{ej}) = \gamma_{aj} C_e - \gamma_{dj} S_{ej},$$
$$G_j(C_i, S_{ij}) = \zeta_{aj} C_i - \zeta_{dj} S_{ij}, \text{ for } j = f \quad \text{and} \quad j = s.$$

We choose here a linear form for the reaction kinetics to simplify our calculations. The case of nonlinear kinetics in the absence of the root hairs has been treated rigorously, via the means of two scale convergence, in [13], where it was shown that the corresponding effective equation is valid for any sublinear reaction kinetics. The inclusion of root hairs in our formulation does not change the two-scale convergence results of [13], as long as the nutrient uptake by root hairs is sublinear.
2.2.1 Boundary conditions

We now have to take into account the effect of the root hairs and the root itself. The nutrient uptake by the root hairs is described by the uptake function \( f_1 \), i.e.,

\[-D_l \nabla C_e \cdot \mathbf{n}_h = f_1, \text{ on } \partial \Omega_h.\]  
(2.5)

The nutrient uptake by the root is described by the uptake function \( f_2 \), i.e.,

\[-D_l \nabla C_e \cdot \mathbf{n}_r = f_2, \text{ on } \partial \Omega_r,\]  
(2.6)

where \( \mathbf{n}_h, \mathbf{n}_r \) are the unit normals to the root hair surfaces and the root \( \Omega_r, \Omega_h \) respectively. The uptake functions \( f_1, f_2 \) represent Michaelis-Menten kinetics:

\[ f_1 = \frac{F_h C_e}{K_h + C_e} - E_h, \]  
(2.7a)

\[ f_2 = \frac{F_r C_e}{K_r + C_e} - E_r, \]  
(2.7b)

and the terms \( E_h, E_r \) represent the fact that after a minimum concentration in the soil pore fluid, pore fluid root and root hair uptake stops. These are the most popular functional forms for these functions in the plant literature [2], and since they are sublinear results of [13] hold.

2.3 Non-Dimensional model

We non-dimensionalize the equations in order to be able to apply the homogenization procedure. We set \( t = [t^*], y = [y^*], C_e = [C_e]^*; C_i = [C_i]^*; S_{ef} = [S_{ef}^*]; S_{if} = [S_{if}^*]; \) and \( S_{is} = [S_{is}^*] \). We will now discuss the choice of scales. In a representative experiment [15], the length of the domain containing a particle with radius \( \rho = 4.49 \times 10^{-3} \) cm surrounded by solution and air is \( l_1 = 10^{-2} \) cm, which is of similar size to the interhair distance \( l [11] \), while the distance between neighbouring roots is \( L = 1 \) cm.

For the purposes of our analysis from now on we will consider that the interhair distance \( l_1 \) is equal to the length of the domain containing a particle \( l \). The typical length of the root hair zone \( L_a = 10^{-1} \) cm [11].

In order to choose the appropriate timescale of diffusion, we need to take into account that we are interested in processes on the time scale of the whole domain. We thus choose a timescale of diffusion that takes place on soil sample scale \( [t] = \frac{L^2}{D_l} \). In addition to the soil sample scale we also have a scale associated with the simplest element of the system, the soil particle \(^1\). Thus in order to see the influence of the diffusion inside the particle on the behaviour of the whole system we choose the length of the single particle domain (interhair distance) \([x] = l\), as scale for space. Due to the

\(^{1}\)In principle we have one more characteristic length scale coming from the interhair distance, but we ignore it, since we have shown in Section 2.1 that it is of the same order with the particle size.
continuity condition \( C_e = C_i \) on the surface of the particle, it is convenient to choose the scaling for concentrations to be the same, i.e., \( [C_e] = [C_i] \).

Also in the equations for \( C_e, C_i \) we have the concentrations of the adsorbed solute and thus for simplicity we choose the scales for the adsorbed solute to be proportional to \( [C_e] \). Considering the differences in the dimensions we choose \( [S_{ef}] = [S_{es}] = [C_e] \) and \( [S_{if}] = [S_{is}] = [C_i] \). As a representative concentration we choose \( [C_e] = K_h = 2.3 \times 10^{-3} \) µmol cm\(^{-3} \), as was done in [18]. Note that \( K_h \) is the concentration when the root hair uptake is half of the maximum possible.

The value of the dimensionless parameter \( \epsilon \) is \( 10^{-2} \), which is equal to the ratio of length of a single particle domain \( l \) to the length of the soil domain \( L \). We also define \( r_0 = \rho / l \), i.e., the ratio of the particle radius to the length of a single particle domain. Thus with the scales specified above, the dimensionless equations are given by

\[
\begin{align*}
\partial_t C^* - \frac{1}{\epsilon^2} \nabla_y C_e^* &= 0, & & \text{in interparticle space, (2.8a)} \\
\nabla_y C_e^* \cdot \nu &= \frac{D_i}{D_l} \nabla_y C_i^* \nabla \nu - \epsilon^2 (\partial_t S_{ef}^* - \partial_t S_{es}^*), & & \text{on particle surfaces, (2.8b)} \\
C_e^* &= C_i^*, & & \text{on particle surfaces, (2.8c)} \\
\partial_t S_{ef}^* &= \tilde{\gamma}_{af} C_e^* - \tilde{\gamma}_{df} S_{ef}^*, & & \text{on particle surfaces, (2.8d)} \\
\partial_t S_{es}^* &= \tilde{\gamma}_{as} C_e^* - \tilde{\gamma}_{ds} S_{es}^*, & & \text{on particle surfaces, (2.8e)} \\
\theta_i \partial_t C_i^* - \frac{D_i}{D_l \epsilon^2} \nabla_y C_i^* &= \partial_t S_{if}^* - \partial_t S_{is}^* & & \text{inside particles, (2.8f)} \\
\partial_t S_{if}^* &= \tilde{\zeta}_{af} C_i^* - \tilde{\zeta}_{df} S_{if}^*, & & \text{inside particles, (2.8g)} \\
\partial_t S_{is}^* &= \tilde{\zeta}_{as} C_i^* - \tilde{\zeta}_{ds} S_{is}^*, & & \text{inside particles, (2.8h)} \\
\nabla_y C_e^* \cdot \nu &= 0, & & \text{on surface of air domains, (2.8i)} \\
-\nabla_y C_e^* \cdot \nu_h &= \epsilon^2 F_1, & & \text{on the root hairs surfaces, (2.8j)} \\
-\nabla_y C_e^* \cdot \nu_r &= \epsilon F_2, & & \text{on the root surface, (2.8k)}
\end{align*}
\]

where

\[
\begin{align*}
\tilde{\gamma}_{aj} &= \gamma_{aj} \sigma_e \frac{L^2}{D_i}, \\
\tilde{\gamma}_{dj} &= \gamma_{dj} \frac{L^2}{D_l}, \\
\tilde{\zeta}_{aj} &= \zeta_{aj} \sigma_i \frac{L^2}{D_i}, \\
\tilde{\zeta}_{dj} &= \zeta_{dj} \frac{L^2}{D_l}, & & \text{for } j = f \text{ and } j = s,
\end{align*}
\]
and $F_1$ is derived from (2.7) and it is given by

\[ F_1 = \frac{\lambda_1 C_e}{1 + C_e} - \delta_1, \quad (2.9a) \]
\[ \lambda_1 = \frac{L^2}{lD_l K_h} F_h, \quad (2.9b) \]
\[ \delta_1 = \frac{L^2}{lD_l K_h} E_h. \quad (2.9c) \]

Similarly $F_2$ is given by

\[ F_2 = \frac{\lambda_2 C_e}{\kappa_2 + C_e} - \delta_2, \quad (2.10a) \]
\[ \kappa_2 = \frac{K_r}{K_h}, \quad (2.10b) \]
\[ \lambda_2 = \frac{L}{D_l K_r} F_r, \quad (2.10c) \]
\[ \delta_2 = \frac{L}{D_l K_r} E_r. \quad (2.10d) \]

The diffusion inside the particle $D_i$ is much smaller than the diffusion in the free fluid part $D_l$. The typical relation $\frac{D_i}{D_l} \sim 10^{-4}$ is comparable to $\epsilon^2$. Thus $\frac{D_i}{D_l} \sim O(1)$ in equation (2.8) and this is exactly the limit for which dual porosity effects become important.

We should also note the difference in the powers of $\epsilon$ in the scaling of boundary conditions. In particular, in (2.8j) we have scaled the boundary condition for the root hairs with $\epsilon^2$, while in (2.8k) we have scaled the boundary condition for the main root with $\epsilon$. This is the distinguished limit in which the model we obtain by homogenization is the most inclusive one.

In particular, in this case, the effective equation obtained in the root hair zone contains a sink term related to the root hairs uptake. If however, for the given parameter values the root hair contribution is too weak ($F_1 < O(1)$) or too strong ($F_1 > O(1)$), then the effective model in the root hair zone would simplify as in [11] for the root hair uptake in hydroponics.

### 3 Homogenized model

Having set the conditions for coupling the micro and macro scales, we can rescale Equations (2.8) from the unit cell to the whole soil and obtain the homogenized macro-scale model. The formal derivation of these equations can be found in Appendix A. We divide our domain in two; the first being the root hair zone and the second being away from the root hair zone. Between these two domains we have continuity of fluxes and concentrations for $C_e$. 
3.1 Homogenized equation in the root hair zone

The homogenized equation in the root hair zone is given by

\[
\begin{align*}
\theta_a \frac{\partial C_e}{\partial t} &= \nabla_x \cdot (D_{eff}^{a} \nabla_x C_e) + \frac{1}{|Z|} \int_{\partial Y_a} \hat{D} \nabla_y C_i \cdot \nu dS \quad (3.1a) \\
- \frac{1}{|Z|} \int_{\partial Y_a} f_0 dS - \frac{1}{|Z|} \int_{\partial Y_a} \left( \frac{\partial S_{ef}}{\partial t} + \frac{\partial S_{es}}{\partial t} \right) dS, \\
\theta_i \frac{\partial C_i}{\partial t} &= \hat{D} \nabla^2_y C_i - \frac{\partial S_{if}}{\partial t} - \frac{\partial S_{is}}{\partial t}, \quad (3.1b) \\
C_e &= C_i, \quad (3.1c)
\end{align*}
\]

where \( \hat{D} = D_i/(D_i e^2) \sim O(1) \) and \( \theta_a = |X_a|/|Z| \). The different domains of integration are explained in Table 2. The effective diffusivity matrix \( D_{eff}^{a} \)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_a )</td>
<td>The volume covered by the soil particles in the unit cell.</td>
</tr>
<tr>
<td>( \partial Y_a )</td>
<td>The boundary of the soil particles.</td>
</tr>
<tr>
<td>( \bar{Y}_a )</td>
<td>The air volume.</td>
</tr>
<tr>
<td>( \partial \bar{Y}_a )</td>
<td>The boundary of the air water interface.</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>The area covered by the root hairs.</td>
</tr>
<tr>
<td>( \partial \Gamma )</td>
<td>The boundary of the root hairs.</td>
</tr>
<tr>
<td>( X_a = (Z_a \setminus (Y_a \cup \bar{Y}_a) \cup \Gamma) )</td>
<td>The extraparticle fluid volume.</td>
</tr>
</tbody>
</table>

Table 2: Subdomains for the cell problem in the root hair zone.

is given by

\[
D_{eff}^{a} = \frac{1}{|Z|} \int_{X_a} ((\nabla_y \chi)^T + I) dy.
\]

The function \( \chi \) is the solution of the cell problem

\[
\begin{align*}
\nabla_y \cdot \nabla_y \chi &= 0, \text{ on } X_a, \quad (3.2a) \\
(\nabla_y \chi + I) \cdot \nu &= 0, \text{ on } \partial Y_a \cup \partial \bar{Y}_a \cup \partial \Gamma, \quad (3.2b)
\end{align*}
\]

where \( \chi \) is periodic in \( Z_a \). It is important to note that in (3.2) the impedance in the diffusion takes into account not only the soil particle \( \partial Y_a \) and the air volume \( \partial \bar{Y}_a \), but also the existence of root hairs \( \partial \Gamma \).
3.2 Homogenized equation away from the root hair zone

The homogenized equation away from the root hair zone is given by

\[ \theta_b \frac{\partial C_e}{\partial t} = \nabla \cdot (D_{eff} \nabla C_e) + \frac{1}{|Z|} \int_{\partial Y_b} \tilde{D} \nabla_y C_i \cdot \nu dS \]  
(3.3a)

\[ \theta_i \frac{\partial C_i}{\partial t} = \hat{D} \nabla^2_y C_i - \frac{\partial S_{if}}{\partial t} - \frac{\partial S_{ef}}{\partial t}, \]  
(3.3b)

\[ C_e = C_i, \]  
(3.3c)

where \( \hat{D} = D_i / (D_t e^2) \) and \( \theta_a = |X_b|/|Z| \). Note that this is the same effective equation that has been derived in [13] using two scale convergence, and in [12] using homogenization. The different domains of integration are explained in Table 3. The effective diffusivity matrix \( D_{eff}^b \) is given by

<table>
<thead>
<tr>
<th>Domain</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_b )</td>
<td>The volume covered by the soil particles in the unit cell ( Z_b ).</td>
</tr>
<tr>
<td>( \partial Y_b )</td>
<td>The boundary of the soil particles.</td>
</tr>
<tr>
<td>( \tilde{Y}_b )</td>
<td>The air volume.</td>
</tr>
<tr>
<td>( \partial \tilde{Y}_b )</td>
<td>The boundary of the air water interface.</td>
</tr>
<tr>
<td>( X_b = (Z_b \setminus (Y_b \cup \tilde{Y}_b)) )</td>
<td>The extra particle fluid volume.</td>
</tr>
</tbody>
</table>

Table 3: Subdomains for the cell problem away from the root hair zone.

\[ D_{eff}^b = \frac{1}{|Z|} \int_{X_b} ((\nabla_y \chi)^T + I) dy, \]

where \( \chi \) is the solution of the cell problem

\[ \nabla_y \cdot \nabla_y \chi = 0, \text{ on } X_b, \]  
(3.4a)

\[ (\nabla_y \chi + I) \cdot \nu = 0, \text{ on } \partial Y_b \cup \partial \tilde{Y}_b, \]  
(3.4b)

where \( \chi \) is periodic in \( Z_b \).

3.3 Simplification of the model

In this subsection, we present various assumptions that allow us to reduce the model from three microstructure dimensions to one. More precisely, under the assumption \( \tilde{\gamma}_{df}, \tilde{\zeta}_{df} = \frac{1}{\delta} \gg 1 \), i.e., desorption in the fast reaction is very fast in comparison to the diffusion, we have that:

\[ \delta \partial_t S_{ef} = \frac{\tilde{\gamma}_{df}}{\tilde{\gamma}_{df}} C_e - S_{ef}, \delta \partial_t S_{if} = \frac{\tilde{\zeta}_{df}}{\tilde{\zeta}_{df}} C_i - S_{if}. \]
This implies that the fast reactions can be assumed to be in equilibrium and

\[ S_{ef} = \frac{\gamma_{af}}{\gamma_{df}} C_e, \quad S_{if} = \frac{\zeta_{af}}{\zeta_{df}} C_i, \]

and thus

\[ \partial_t S_{ef} = \frac{\sigma_{ef}}{\gamma_{df}} \partial_t C_e, \quad \partial_t S_{if} = \frac{\sigma_{if}}{\zeta_{df}} \partial_t C_i. \]

We will refer to the ratio \( \frac{\gamma_{af}}{\gamma_{df}} \) as the soil buffer power [2].

Because particles are spherical we can consider diffusion only in the radial dimension. Therefore we can reduce the general model to a set of one-dimensional equations coupled via boundary conditions on the particle surface (Figure 3).

We consider a soil column of dimensionless length \( x_1 = 1 \), divided into two parts where the first contains the root hair zone and has dimensionless length \( L_a/L = l_h \) and particles of radius \( r = \rho \), where \( r \) is the radial coordinate within the particle (\( r \) varies from 0 to \( r_0 \)). Thereby we obtain:

\[
\begin{align*}
\left( \theta_a + \frac{\partial Y |}{Z} \frac{\sigma_e \gamma_{af}}{\gamma_{df}} \right) \partial_t C_e &= D_{eff} \partial_r^2 C_e - \hat{D} \frac{\partial Y |}{Z} \partial_r C_e(t, x, r)|_{r=\rho} \\
&- \left( \frac{\partial Y |}{Z} \gamma_{as} C_e - \gamma_{ds} \tilde{S}_{es} \right) \\
&- \frac{\partial Y |}{Z} \left( \frac{\lambda_1 C_e}{1+C_e} - \delta_1 \right) \text{ in } (0, l_h), \quad (3.5a)
\end{align*}
\]

\[
\begin{align*}
\left( \theta_b + \frac{\partial Y |}{Z} \frac{\sigma_e \gamma_{af}}{\gamma_{df}} \right) \partial_t C_e &= D_{eff} \partial_r^2 C_e - \hat{D} \frac{\partial Y |}{Z} \partial_r C_e(t, x, r)|_{r=\rho} \\
&- \left( \frac{\partial Y |}{Z} \gamma_{as} C_e - \gamma_{ds} \tilde{S}_{es} \right) \text{ in } (l_h, 1) \quad (3.5b)
\end{align*}
\]

\[
\hat{\partial_t S_{es}} = \frac{\partial Y |}{Z} \gamma_{as} C_e - \gamma_{ds} \tilde{S}_{es} \text{ in } (0, l_h) \quad (3.5c)
\]

\[
\begin{align*}
\left( \theta_i + \frac{\sigma_f \zeta_{af}}{\zeta_{df}} \right) \partial_t C_i - \hat{D} \frac{1}{r^2} \partial_r (r^2 \partial_r C_i) &= - (\tilde{\zeta}_{as} C_i - \tilde{\zeta}_{ds} S_{is}) \text{ in } (0, r_0) \times (0, 1) \quad (3.5d)
\end{align*}
\]

\[
\partial_t S_{is} = \tilde{\zeta}_{as} C_i - \tilde{\zeta}_{ds} S_{is} \text{ in } (0, r_0) \times (0, 1), \quad (3.5e)
\]

with initial and boundary conditions
Fig. 3: Simplified domain for solving equations (3.5), where ①,②,③ represent the root hair zone, the zone way from the root hairs, and the intra particle space, respectively.

\[
\begin{align*}
C_i &= C_e, & \text{on } (0, T) \times \{ r = r_0 \} \times (0, 1), \\
\partial_x C_e &= \frac{\lambda_2 C_e}{k_2 + C_e} - \delta_2, & \text{on } (0, T) \times \{ x = 0 \}, \\
\partial_x C_e &= 0, & \text{on } (0, T) \times \{ x = 1 \}, \\
C_e(0, x) &= C_{e0}, & \text{in } (0, 1), \\
C_i(0, x, r) &= C_{i0} = C_{e0}, & \text{in } (0, r_0) \times (0, 1), \\
\tilde{S}_{es}(0, x) &= \tilde{S}_{es0} = \frac{|\partial Y|}{|Z|} \frac{\sigma_e \gamma_{as}}{\tau \gamma_{ds}} C_{e0}, & \text{in } (0, l_h), \\
\tilde{S}_{is}(0, x, r) &= \tilde{S}_{is0} = \frac{\zeta_{as}}{\delta_{ds}} C_{e0}, & \text{in } (0, r_0) \times (0, 1),
\end{align*}
\]

where

\[
\tilde{S}_{es} = \frac{1}{|Z|} \int_{\partial Y} S_{es} dS,
\]

and where \(|\partial Y| = |\partial Y_a| = |\partial Y_b|\) is the surface area of the soil particles, which is the same both in and away from the root hair zone and where \(|\partial \Gamma|\) is the surface area of the root hairs. Note that the Neumann boundary condition for the macroscale at \(x = 1\) implies that the total uptake by the root hair system is equal to the reduction of the total concentration.

4 Numerical Investigations

In this section we numerically investigate our macroscopic model given by equations (3.5). In doing this we need to solve the cell problem in order to
calculate the effective diffusion constants $D^a_{eff}$ and $D^b_{eff}$. We do this in next subsection using COMSOL Multiphysics, where we also discuss the effect of different geometries on the effective diffusivity.

4.1 Numerical solution of the cell problem

In solving the cell problem we consider two different scenarios. More precisely, in the first scenario we assume that the water fraction in the interparticle solution is the same in both zones, which implies that $\theta_a = \theta_b$ and that we have less air in the root hair zone than away from it. In the second scenario, the amount of air in the root hair zone is the same as away from the root hair zone, which implies that $\theta_a < \theta_b$. In Table 4 we present the values of the non-dimensional volume fractions for these two different scenarios as well as the values of the effective diffusion constants $D^a_{eff}, D^b_{eff}$.

In both scenarios we choose as an effective diffusion constant the value of the $xx$ component of the effective diffusivity matrix, because in our configuration root hairs lie parallel to the $x$ axis. For example, in the case of the second scenario the effective diffusivity matrix away from the root hair zone is given by

$$D_{eff} = \begin{pmatrix} 0.252546 & 5 \times 10^{-5} & 4 \times 10^{-5} \\ 5 \times 10^{-5} & 0.254008 & -9 \times 10^{-5} \\ 4 \times 10^{-5} & -9 \times 10^{-5} & 0.254261 \end{pmatrix},$$

and we choose as $D^b_{eff} = 0.252546$. In Figure 4a we plot the solution of the cell problem away from the root hair zone, while in 4b we plot the solution of the cell problem in the root hair zone for the second scenario.

As we can see in Table 4 the difference in the value of the effective diffusivity for the two different scenarios is very small, so from now on we will conduct our numerical simulations using the values of the parameters
4.2 Results

In this subsection we present the results of numerical simulations. We solve equations (3.5) by using finite differences for the spatial derivatives (details in Appendix B). The resulting ordinary differential equations with respect to time are solved using MATLAB ode15s function. The values of the parameters used for the simulations can be found in Table 5. For the purposes of our numerical simulation we consider two different scenarios related to the uptake properties of the root hairs and the main root. In the first one, the rate constants in the uptake function of the main roots are different than the root hairs ones, while in the second one, the main root and the root hairs have the same uptake properties.

4.2.1 Different uptake properties We start our numerical investigations with the case where the uptake properties of the main root are different from the root hair ones. In particular, we have chosen the values for the main root uptake properties from [13], whilst the values for the root hairs come from [11].

In Figure 5 we plot the concentration in the fluid part for the dual porosity model in the presence and absence of root hairs. As we can see, the concentration in the fluid part in the presence of root hairs is lower than in the absence of root hairs as would be expected, since in the root hair zone, root hairs act like a sink. It is also interesting to notice that in both cases the depletion profiles extend all the way to the boundary of the domain. This indicates that the competition between neighbouring roots starts much quicker than previously thought in experimental context.

In Figures 6a,b we plot the rate of nutrient uptake by the main root and root hairs for the dual porosity model as well as the total uptake in the presence and absence of root hairs. In particular, the total uptake rate of the root hairs is given by

\[ f_h(t) = \int_0^{l_h} \left( \frac{\lambda_1 C_e(x,t)}{1 + C_e(x,t)} - \delta_1 \right) dx, \quad (4.1) \]
while the rate of uptake from the root is given by

$$f_r(t) = D_{eff}^s \left( \frac{\lambda_2 C_e(0,t)}{\kappa_2 + C_e(0,t)} - \delta_2 \right). \quad (4.2)$$

The total uptake is calculated as

$$F_{total}(t) = \int_0^t (f_h(s) + f_r(s))ds. \quad (4.3)$$

As we can see the rate of uptake by the root hairs is comparable to the rate of the uptake by the main root; something that indicates that root hairs are very important for the nutrient uptake. This becomes apparent in Figure 6b where we compare the total uptake in the presence and absence of root hairs. In the presence of root hairs, the concentration in the fluid part tends to be smaller than in the absence of root hairs, while the total nutrient uptake after 14 days is roughly 50% more when root hairs are present. This further illustrates the importance of root hairs for the nutrient uptake.

We now plot the same quantities in the case of the single porosity model. For this model we have that $D = 0$, which implies that there is no diffusion inside the soil particles and we thus ignore the slow and the fast reactions $S_{is}, S_{if}$. In order to be able to have a meaningful comparison with the dual porosity model we need to alternate the buffer power $\frac{\bar{\gamma}_{ds}}{\bar{\gamma}_{ds}}$, in such a way

<table>
<thead>
<tr>
<th>Dimensional parameters</th>
<th>Non Dimensional parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$ (cm)</td>
<td>$r_0$</td>
</tr>
<tr>
<td>$L$ (cm)</td>
<td>$D$</td>
</tr>
<tr>
<td>$l$ (cm)</td>
<td>$\gamma_{ds} = \bar{\zeta}_{ds}$</td>
</tr>
<tr>
<td>$L_a$ (cm)</td>
<td>$\gamma_{as}$</td>
</tr>
<tr>
<td>$D_l$ (cm$^2$ s$^{-1}$)</td>
<td>$\bar{\gamma}_{as}$</td>
</tr>
<tr>
<td>$\sigma_e$ (cm$^2$ cm$^{-2}$)</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>$\sigma_i$ (cm$^2$ cm$^{-3}$)</td>
<td>$\delta_1$</td>
</tr>
<tr>
<td>$\theta_i$ (cm$^2$ cm$^{-3}$)</td>
<td>$\bar{\gamma}_{af}$</td>
</tr>
<tr>
<td>$F_h$ (µmol cm$^-2$s$^{-1}$)</td>
<td>$\kappa_2$</td>
</tr>
<tr>
<td>$K_h$ (µmol cm$^{-3}$)</td>
<td>$\lambda_2$</td>
</tr>
<tr>
<td>$E_h$ (µmol cm$^{-3}$)</td>
<td>$\delta_2$</td>
</tr>
<tr>
<td>$K_i$ (µmol cm$^{-3}$)</td>
<td>$</td>
</tr>
<tr>
<td>$\rho_h$ (cm)</td>
<td>$</td>
</tr>
<tr>
<td>$[C_e]$ (µmol cm$^{-3}$)</td>
<td>$\frac{\partial \zeta_{af}}{\partial t}$</td>
</tr>
<tr>
<td>$C_{e0}$ (µmol cm$^{-3}$)</td>
<td>$\frac{\partial \zeta_{af}}{\partial t}$</td>
</tr>
</tbody>
</table>

Table 5: Model parameters used for simulations after [17, 2, 15, 18, 11, 13].
that total concentration in the soil does not change (see Table 5, \( \frac{\Delta C}{\Delta t} \)), while the same applies for the initial fluid concentration. This has an important effect, since as we can see in Figure 7, the concentration in the fluid part, both for in the presence and absence of roots hairs, now remains higher than in the dual porosity case. This is related to the fact that in the single porosity model the buffer power is higher, which implies that the amount of nutrients bound on the surface of the soil particles is higher than in the dual porosity model. It is also worth mentioning that the depletion profiles now develop only close to the root hair zone and do not extent to the boundary...
Fig. 7: Concentration in the fluid part at $t = 14$ days, $F_r = 3.28 \times 10^{-6}$, $\mu$mol cm$^{-2}$s$^{-1}$, $K_r = 5.8 \times 10^{-3}$ $\mu$mol cm$^{-3}$, $E_r = 0.96 \times 10^{-8}$ $\mu$mol cm$^{-3}$, $F_h = 2.21 \times 10^{-7}$ $\mu$mol cm$^{-2}$s$^{-1}$, $K_h = 2.3 \times 10^{-3}$ $\mu$mol cm$^{-3}$, $E_h = 0.96 \times 10^{-8}$ $\mu$mol cm$^{-3}$.

Fig. 8: Root hairs vs no root hairs for the single porosity model, $F_r = 3.28 \times 10^{-6}$, $\mu$mol cm$^{-2}$s$^{-1}$, $K_r = 5.8 \times 10^{-3}$ $\mu$mol cm$^{-3}$, $E_r = 0.96 \times 10^{-8}$ $\mu$mol cm$^{-3}$, $F_h = 2.21 \times 10^{-7}$ $\mu$mol cm$^{-2}$s$^{-1}$, $K_h = 2.3 \times 10^{-3}$ $\mu$mol cm$^{-3}$, $E_h = 0.96 \times 10^{-8}$ $\mu$mol cm$^{-3}$.

(a) Uptake rate
(b) Total nutrient uptake

of our domain, as in the dual porosity case. Consequently, the difference in the total nutrient uptake in the presence and absence of root hairs is even more apparent in the single porosity model as we can see in Figure 8b. This can also be better understood by Figure 8a, where we plot the rate of uptake of nutrients due to root hairs and the main root. As we can see, because of the higher concentration in the fluid part, the uptake rate is now decaying slower as a function of time in comparison with the dual porosity case and it is also larger in magnitude.
Fig. 9: Comparison of the total nutrient uptake between the dual and the single porosity models, $F_r = 3.28 \times 10^{-6}$ $\mu$mol cm$^{-2}$s$^{-1}$, $K_r = 5.8 \times 10^{-3}$ $\mu$mol cm$^{-3}$, $E_r = 0.96 \times 10^{-8}$ $\mu$mol cm$^{-3}$, $F_h = 2.21 \times 10^{-7}$ $\mu$mol cm$^{-2}$s$^{-1}$, $K_h = 2.3 \times 10^{-3}$ $\mu$mol cm$^{-3}$, $E_h = 0.96 \times 10^{-8}$ $\mu$mol cm$^{-3}$.

Finally, in Figure 9 we plot the total nutrient uptake as a function of time in the presence and absence of the root hairs both for the single and dual porosity models. The total nutrient uptake is higher than the dual porosity case, both in the presence and in the absence of root hairs. However, this should not be a surprise, since as we have already mentioned in the single porosity case, the buffer power is greater than in the dual porosity one, which results in higher concentrations in the fluid part and thus higher total nutrient uptake.

4.2.2 Same uptake properties We now study the case where the uptake properties of the main root are the same with the root hairs ones. In particular, we have chosen our root and root hair uptake property values from [11]. We start our investigations in a similar way as before by plotting the concentration in the fluid part (Figure 10). The picture is similar to the one in Figure 5, with the fluid concentration in the presence of hairs to be lower than in the absence of hairs.

We now compare the uptake rates in Figure 11a due to the root hairs and the main root and we obtain a similar picture to Figure 6a, with the rate of uptake due to the root hairs being higher than the uptake by the main root. However, when we compare the total nutrient uptake in the presence and absence of root hairs (Figure 11b), we see that for this set of parameters the presence of root hairs is even more important for the total nutrient uptake than before. In particular, we see that the total nutrient uptake in the presence of root hairs is now roughly 100% more than in the absence of root hairs. This is to be expected, since for this particular choice of parameters the root has smaller uptake properties than before.
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Fig. 10: Concentration in the fluid part at \( t = 14 \) days, \( F_r = F_h = 2.21 \times 10^{-7} \) \( \mu \text{mol cm}^{-2} \text{s}^{-1} \), \( K_r = K_h = 2.3 \times 10^{-3} \) \( \mu \text{mol cm}^{-3} \), \( E_r = E_h = 0.96 \times 10^{-8} \) \( \mu \text{mol cm}^{-3} \).

We now proceed to studying the same quantities for the single porosity model. Again we have changed the buffer power in order for the total nutrient amount in the soil and the initial fluid concentration to be the same with the dual porosity case. As we can see in Figure 12, the concentration in the fluid part in the presence of root hairs is lower than in the absence of root hairs, while again the main concentration gradients are close to the main root and the root hair zone.

In Figures 13a,b we plot the uptake rate by the root hairs and the main root as well as the total nutrient uptake in the presence and absence of root hairs. The rate of uptake due to the root hairs is greater than the one in Figure 8a, which again relates to the fact that the uptake properties of the
Fig. 12: Concentration in the fluid part at $t = 14$ days, $F_r = F_h = 2.21 \times 10^{-7}$ μmol cm$^{-2}$s$^{-1}$, $K_r = K_h = 2.3 \times 10^{-3}$ μmol cm$^{-3}$, $E_r = E_h = 0.96 \times 10^{-8}$ μmol cm$^{-3}$.

Fig. 13: Root hairs vs no root hairs for the single porosity model, $F_r = F_h = 2.21 \times 10^{-7}$ μmol cm$^{-2}$s$^{-1}$, $K_r = K_h = 2.3 \times 10^{-3}$ μmol cm$^{-3}$, $E_r = E_h = 0.96 \times 10^{-8}$ μmol cm$^{-3}$.

The main root for this set of parameters are smaller than before. This becomes more apparent in Figure 14, where we compare the total nutrient uptake for the dual and single porosity models in the presence and absence of root hairs. As we can clearly see, for this set of parameters the presence of root hairs is more important than before for the total nutrient uptake both for the single, but also for the dual porosity model.

5 Conclusions

Using a detailed microscopic description, we have derived a macroscopic dual porosity model for the uptake of nutrients by root hairs. These macro-
Fig. 14: Comparison of the total uptake between the dual and the single porosity models, \( F_r = F_h = 2.21 \times 10^{-7} \, \mu\text{mol cm}^{-2}\text{s}^{-1} \), \( K_r = K_h = 2.3 \times 10^{-3} \, \mu\text{mol cm}^{-3} \), \( E_r = E_h = 0.96 \times 10^{-8} \, \mu\text{mol cm}^{-3} \).

Macrosopic equations depend on the geometric properties of the microscale as well as on the uptake properties of the root hairs. A simplified model with one macroscopic and one microscopic dimension was then considered and studied numerically for different root uptake properties and compared with a single porosity model. In all cases, the presence of root hairs increased the total nutrient uptake, while the relative increase was depended on the uptake properties of the main root. This effect is even more profound in the single porosity case, since then the nutrients can only bound on the particle surface which leads to higher concentrations in the fluid part and thus higher total nutrient uptake.
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Appendix A: Homogenization and derivation of macro-scale models using multiple scale asymptotic expansion

By re-scaling Equation (2.8) we obtain the following model

\[
\frac{\partial C_e}{\partial t} = \nabla^2 C_e, \text{ in } X^e_0 \cup X^e_b, \quad (A.1a)
\]

\[
\frac{\partial \theta_i C_i}{\partial t} = \epsilon^2 \hat{D} \nabla^2 C_i - \frac{\partial S_{e1}}{\partial t}, \text{ in } Y^e_a \cup Y^e_b \quad (A.1b)
\]

\[
\nabla_x C_e \cdot \nu = \epsilon^2 \hat{D} \nabla_x C_i \cdot \nu - \frac{\partial S_{e1}}{\partial t}, \text{ on } \partial Y^e_a \cup \partial Y^e_b, \quad (A.1c)
\]

\[
C_e = C_i, \text{ on } \partial Y^e_a \cup \partial Y^e_b, \quad (A.1d)
\]

\[
\nabla_x C_e \cdot \nu = 0, \text{ on } \partial \bar{Y}^e_a \cup \partial \bar{Y}^e_b, \quad (A.1e)
\]

\[
-\nabla_x C_e \cdot \nu = \epsilon F_1, \text{ on } \partial \Gamma^e_a, \quad (A.1f)
\]

where \( \hat{D} = D_i/(D_i \epsilon^2) \sim O(1) \). Equation (A.1) is defined in a complicated space domain consisting of many individual soil particles and root hairs. For the final model we need equations for average concentrations defined in a simpler domain. We do this using homogenization theory. We also split our domain in two parts, far away from the root hair zone and in the hair zone, deriving two sets of effective equations, depending on which domain we are in. In terms of parameters the most interesting regime is the one where \( \hat{D} = O(1) \) and the root hairs contribution is comparable to the main root contribution, i.e., \( F_1 \sim O(1) \). It is also the most relevant experimentally and it is thus the regime we study.

Equations away from the root hair zone

To derive the macroscopic equations we use the following asymptotic expansion with respect to \( \epsilon \):

\[
C_e = C_e^0 + \epsilon C_e^1 + \epsilon^2 C_e^2 + \cdots,
\]

\[
C_i = C_i^0 + \epsilon C_i^1 + \epsilon^2 C_i^2 + \cdots,
\]

\[
S_{en} = S_{en}^0 + \epsilon S_{en}^1 + \epsilon^2 S_{en}^2 + \cdots,
\]

\[
S_{in} = S_{in}^0 + \epsilon S_{in}^1 + \epsilon^2 S_{in}^2 + \cdots,
\]

for \( n = s, f \) for the fast and slow reactions, to obtain (for the equations in the domain)

\[
O(\epsilon^{-2}) \nabla_y^2 C_e^0 = 0, \quad (A.2a)
\]

\[
O(\epsilon^{-1}) \nabla_y^2 C_e^0 = -\nabla_x \cdot \nabla_y C_e^0 - \nabla_y \cdot \nabla_x C_e^0, \quad (A.2b)
\]

\[
O(1) \nabla_y^2 C_e^1 = \frac{\partial C_e^0}{\partial t} - \nabla_x \cdot \nabla_y C_e^1 - \nabla_y \cdot \nabla_x C_e^1 - \nabla_x^2 C_e^0, \quad (A.2c)
\]

\[
O(1) \hat{D} \nabla_y^2 C_i^0 = -\frac{\theta}{\theta_i} \frac{\partial C_i^0}{\partial t} + \frac{\partial S_{is}^0}{\partial t} + \frac{\partial S_{if}^0}{\partial t}, \quad (A.2d)
\]

\[
O(1) C_e^0 = C_i^0. \quad (A.2e)
\]
The boundary condition reads (up to terms of order 1)

\[
\left( \frac{1}{\epsilon^2} \nabla_y C^0_e + \frac{1}{\epsilon} \nabla_y C^1_e + \nabla_y C^2_e + \frac{1}{\epsilon} \nabla_x C^0_e + \nabla_x C^1_e \right) \cdot \nu = D \nabla_y C^0_i \cdot \nu - \frac{\partial S_{e1}}{\partial t} - \frac{\partial S_{e2}}{\partial t}, \text{ on } \partial Y_b,
\]

and

\[
\frac{1}{\epsilon^2} \nabla_y C^0_e \cdot \nu + \frac{1}{\epsilon} \left( \nabla_y C^1_e \cdot \nu + \nabla_x C^0_e \cdot \nu \right) + \left( \nabla_y C^2_e \cdot \nu + \nabla_x C^1_e \cdot \nu \right) = 0 \text{ on } \partial Y_b.
\]

Equation (A.2a) implies that \( C^0_e \) is a function of \( x \) only. Using this and the boundary condition the \( \mathcal{O}(\epsilon^{-1}) \) equations read

\[
\begin{align*}
\nabla_y^2 C^1_e &= -\nabla_y \cdot (\nabla_x C^0_e), \\
\nabla_y C^1_e \cdot \nu &= -\nabla_x C^0_e \cdot \nu.
\end{align*}
\]

This set of equations implies that \( C^1_e(x, y) = \chi(y) \cdot \nabla_x C^0_e \) and using this anzatz we obtain the cell problem

\[
\begin{align*}
\nabla_y \cdot \nabla_y \chi &= 0, \text{ on } X_b, & \quad (\text{A.3a}) \\
(\nabla_y \chi + I) \cdot \nu &= 0, \text{ on } \partial Y_b \cup \partial Y_b. & \quad (\text{A.3b})
\end{align*}
\]

The \( \mathcal{O}(1) \) equations read

\[
\begin{align*}
\nabla_y C^2_e &= \frac{\partial C^0_e}{\partial t} - \nabla_x \cdot \nabla_y C^1_e - \nabla_y \cdot \nabla_x C^1_e - \nabla_x^2 C^0_e, \\
(\nabla_y C^0_e + \nabla_x C^1_e) \cdot \nu &= D \nabla_y C^0_i \cdot \nu - \frac{\partial S_{e1}}{\partial t} - \frac{\partial S_{e2}}{\partial t}, \\
(\nabla_y C^2_e + \nabla_x C^1_e) \cdot \nu &= 0, \\
\frac{\partial (\theta C^0_e)}{\partial t} &= D \nabla_y^2 C^1_i - \frac{\partial S_{e1}}{\partial t} - \frac{\partial S_{e2}}{\partial t}.
\end{align*}
\]

We now average the equation for \( C^2_e \) over the unit cell to obtain

\[
\int_{X_b} \nabla_y \cdot \nabla_y C^2_e dy = \int_{X_b} \left( \frac{\partial C^0_e}{\partial t} - \nabla_x \cdot \nabla_y C^1_e - \nabla_y \cdot \nabla_x C^1_e - \nabla_x^2 C^0_e \right) dy,
\]

and using the specific form of \( C^1_e \), together with the fact that \( C^0_e \) is a function of \( x \) only we obtain

\[
\int_{X_b} \nabla_y \cdot \nabla_y C^2_e dy = \left| X_b \right| \frac{\partial C^0_e}{\partial t} - \nabla_x \cdot \left[ \int_{X_b} ((\nabla_y \chi)^T + I) dy \right] \nabla_x C^0_e - \int_{X_b} \nabla_y \cdot \nabla_x C^1_e dy.
\]

By using the divergence theorem the left hand side of (A.4) becomes

\[
\int_{X_b} \nabla_y \cdot \nabla_y C^2_e dy = \int_{\partial Y_b} \nabla_y C^2_e \cdot \nu ds + \int_{\partial \bar{Y}_b} \nabla_y C^2_e \cdot \nu ds,
\]

and

\[
\begin{align*}
&= \int_{\partial Y_b} D \nabla_y C^0_i \cdot \nu ds - \int_{\partial Y_b \cup \partial \bar{Y}_b} \nabla_x C^1_e \cdot \nu ds - \int_{\partial Y_b} \left( \frac{\partial S_{e1}}{\partial t} + \frac{\partial S_{e2}}{\partial t} \right) dS, \\
&= \int_{\partial Y_b} D \nabla_y C^0_i \cdot \nu ds - \int_{X_b} \nabla_y \cdot \nabla_x C^1_e dy - \int_{\partial \bar{Y}_b} \left( \frac{\partial S_{e1}}{\partial t} + \frac{\partial S_{e2}}{\partial t} \right) dS.
\end{align*}
\]
Thus we obtain the effective set of equations

\[
|X_b| \frac{\partial C^0_e}{\partial t} = \nabla_x \left[ \int_{X_b} ((\nabla_y \chi)^T + I)dy \right] \nabla_x C^0_e + \int_{\partial Y_b} \hat{D} \nabla_y C^0_i \cdot \nu dS - \int_{\partial Y_b} \left( \frac{\partial S^0_{es}}{\partial t} + \frac{\partial S^0_{ef}}{\partial t} \right) dS,
\]

\[
\frac{\theta_i}{C_e} \frac{\partial C^0_i}{\partial t} = \hat{D} \nabla^2_y C^0_i - \frac{\partial S^0_{is}}{\partial t} - \frac{\partial S^0_{if}}{\partial t},
\]

Equations in the root hair zone

To derive the macroscopic equations we use the following asymptotic expansion with respect to \( \epsilon \):

\[
C_e = C^0_e + \epsilon C^1_e + \epsilon^2 C^2_e + \cdots,
\]

\[
C_i = C^0_i + \epsilon C^1_i + \epsilon^2 C^2_i + \cdots,
\]

\[
S_{en} = S^0_{en} + \epsilon S^1_{en} + \epsilon^2 S^2_{en} + \cdots,
\]

\[
S_{in} = S^0_{in} + \epsilon S^1_{in} + \epsilon^2 S^2_{in} + \cdots,
\]

\[
F_i = f_0 + \epsilon f_1 + \epsilon^2 f_2 + \cdots,
\]

for \( n = s, f \) for the fast and slow reactions, to obtain (for the equations in the domain)

\[
\mathcal{O}(\epsilon^2) \nabla^2_y C^0_e = 0,
\]

\[
\mathcal{O}(\epsilon^{-1}) \nabla^2_y C^1_e = -\nabla_x \cdot \nabla_y C^0_e - \nabla_y \cdot \nabla_x C^0_e,
\]

\[
\mathcal{O}(1) \nabla^2_y C^2_e = \frac{\partial C^0_e}{\partial t} - \nabla_x \cdot \nabla_y C^1_e - \nabla_y \cdot \nabla_x C^1_e - \nabla^2_y C^0_e,
\]

\[
\mathcal{O}(1) \nabla^2_y C^0_i = -\frac{\theta_i}{C_e} \frac{\partial C^0_i}{\partial t} + \frac{\partial S^0_{is}}{\partial t} + \frac{\partial S^0_{if}}{\partial t},
\]

\[
\mathcal{O}(1) C^0_e = C^0_i.
\]

The boundary condition reads (up to terms of order 1)

\[
\left( \frac{1}{\epsilon^2} \nabla_y C^0_e + \frac{1}{\epsilon} \nabla_y C^1_e + \nabla_y C^2_e + \frac{1}{\epsilon} \nabla_x C^0_e + \nabla_x C^1_e \right) \cdot \nu = \hat{D} \nabla_y C^0_i \cdot \nu - \frac{\partial S^0_{es}}{\partial t} - \frac{\partial S^0_{ef}}{\partial t}, \text{ on } \partial Y_a,
\]

and

\[
\frac{1}{\epsilon^2} \nabla_y C^0_e \cdot \nu + \frac{1}{\epsilon} \left( \nabla_y C^1_e \cdot \nu + \nabla_x C^0_e \cdot \nu \right) + \left( \nabla_y C^2_e \cdot \nu + \nabla_x C^1_e \cdot \nu \right) = 0, \text{ on } \partial Y_a,
\]

and

\[
\frac{1}{\epsilon^2} \nabla_y C^0_e \cdot \nu + \frac{1}{\epsilon} \left( \nabla_y C^1_e \cdot \nu + \nabla_x C^0_e \cdot \nu \right) + \left( \nabla_y C^2_e \cdot \nu + \nabla_x C^1_e \cdot \nu \right) = -f_0, \text{ on } \partial \Gamma_a.
\]
Equation (A.5a) implies that \( C^0_e \) is a function of \( x \) only. Using this and the boundary condition the \( O(\epsilon^{-1}) \) equations read

\[
\nabla^2_y C^1_e = -\nabla_y \cdot (\nabla_x C^0_e),
\nabla_y C^1_e \cdot \nu = -\nabla_x C^0_e \cdot \nu.
\]

This set of equation implies that \( C^1_e(x, y) = \chi(y) \cdot \nabla_x C^0_e \) and using this anzatz we obtain the cell problem

\[
\nabla_y \cdot \nabla_y \chi = 0, \quad \text{on } X_a, \quad \text{(A.6a)}
\]

\[
(\nabla_y \chi + I) \cdot \nu = 0, \quad \text{on } \partial Y_a \cup \partial \bar{Y}_a \cup \partial \Gamma_a. \quad \text{(A.6b)}
\]

The \( O(1) \) equations read

\[
\nabla^2_y C^2_e = \frac{\partial C^0_e}{\partial t} - \nabla_x \cdot \nabla_y C^1_e - \nabla_y \cdot \nabla_x C^1_e - \nabla^2_x C^0_e,
\]

\[
(\nabla_y C^2_e + \nabla_x C^1_e) \cdot \nu = \hat{D} \nabla_y C^0_i \cdot \nu - \frac{\partial S^0_{is}}{\partial t} - \frac{\partial S^0_{if}}{\partial t},
\]

\[
(\nabla_y C^2_e + \nabla_x C^1_e) \cdot \nu = 0,
\]

\[
(\nabla_y C^2_e + \nabla_x C^1_e) \cdot \nu = -f_0,
\]

\[
\frac{\partial (\theta_i C^0_i)}{\partial t} = \nabla^2_y C^0_i - \frac{\partial S^0_{is}}{\partial t} - \frac{\partial S^0_{if}}{\partial t}.
\]

So if we now average over the unit cell \( X_a \), we obtain the following effective equation:

\[
[X_a] \frac{\partial C^0_e}{\partial t} = \nabla_z \left[ \int_{X_a} ((\nabla_y \chi)^T + I) dy \right] \nabla_x C^0_e + \int_{\partial Y_a} \hat{D} \nabla_y C^0_i \cdot \nu dS
\]

\[
- \int_{\partial \Gamma} f_0 dS - \int_{\partial Y_a} \left( \frac{\partial S^0_{is}}{\partial t} + \frac{\partial S^0_{if}}{\partial t} \right) dS,
\]

\[
\theta_i \frac{\partial C^0_i}{\partial t} = \nabla^2_y C^0_i - \frac{\partial S^0_{is}}{\partial t} - \frac{\partial S^0_{if}}{\partial t}.
\]

where the solution to the cell problem \( \chi \) satisfies

\[
\nabla_y \cdot \nabla_y \chi = 0, \quad \text{on } X_a, \quad \text{(A.7a)}
\]

\[
(\nabla_y \chi + I) \cdot \nu = 0, \quad \text{on } \partial Y_a \cup \partial \bar{Y}_a \cup \partial \Gamma. \quad \text{(A.7b)}
\]

**Expansion of Michaelis Menten flux**

We now derive the term \( f_0 \) appearing in the homogenized equation in the root hair zone. Remember that the Michaelis Menten flux for the uptake by root hairs is given by

\[
F_1 = \frac{\lambda_1 C_e}{1 + C_e} - \delta_1.
\]
Substituting the expansion of powers of \( \epsilon \) for \( C_e \) we obtain:

\[
\frac{1}{1 + C_e} = \frac{1}{1 + C_e^0} \left( 1 + \epsilon \frac{1}{1 + C_e^0} (C_e^1 + \epsilon C_e^2) \right),
\]

\[
= \frac{1}{1 + C_e^0} \left( 1 - \epsilon \frac{C_e^1}{1 + C_e^0} + \epsilon^2 \left[ \frac{(C_e^1)^2}{(1 + C_e^0)^2} - \frac{C_e^2}{1 + C_e^0} \right] - O(\epsilon^3) \right).
\]

This implies that \( F_1 \) can be expanded in powers of \( \epsilon \) as

\[
F_1 = f_0 + \epsilon f_1 + \epsilon^2 f_2,
\]

with

\[
f_0 = \lambda_1 \frac{C_e^0}{1 + C_e^0} - \delta_1,
\]

\[
f_1 = \lambda_1 \left( \frac{C_e^1}{1 + C_e^0} - \frac{(C_e^1)^2 C_e^0}{(1 + C_e^0)^2} \right),
\]

\[
f_2 = \lambda_1 \left( \frac{C_e^2}{1 + C_e^0} - \frac{(C_e^1)^2 C_e^0 C_e^2}{(1 + C_e^0)^2} + \frac{C_e^0 (C_e^1)^2}{(1 + C_e^0)^2} \right).
\]

**Appendix B: Numerical solution of (3.5)**

Equations (3.5) are solved using a finite difference approximation for the space derivatives. The second order partial derivative of \( C_e \) with respect to \( x \) was discretized using a second order central difference in each of the two domains (root hair zone and away from the root hair zone). On the internal boundary \( x = l_h \) we need to account for the continuity of \( C_e \) and its derivative as well as the fact that the space-step used in the root hair zone is in principle different than the one used away from the root hair zone. We thus approximate the second spatial derivative of \( C_e \) on the internal boundary \( x = l_h \) in the following way

\[
\delta_x^2 C(l_h) = \frac{2 D_{eff}^a}{\Delta x (\Delta x + \Delta y)} C(l_h - \Delta x) - \frac{2}{\Delta x + \Delta y} \left( \frac{D_{eff}^a}{\Delta x} + \frac{D_{eff}^b}{\Delta y} \right) C(l_h)
\]

\[+ \frac{2 D_{eff}^b}{\Delta y (\Delta x + \Delta y)} C(l_h + \Delta y),
\]

where \( \Delta x \) is the space-step used in the root hair zone and \( \Delta y \) is the space-step used away from the root hair zone. The second order partial derivative of \( C_i \) is calculated using a central difference scheme that takes into account the radial symmetry of the problem [19].
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