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Abstract. We analyze the existence and stability of stationary pulses or bumps in a one–dimensional piecewise smooth neural field model with synaptic depression. The continuum dynamics is described in terms of a nonlocal integrodifferential equation, in which the integral kernel represents the spatial distribution of synaptic weights between populations of neurons whose mean firing rate is taken to be a Heaviside function of local activity. Synaptic depression dynamically reduces the strength of synaptic weights in response to increases in activity. We show that in the case of a Mexican hat weight distribution, there exists a stable bump for sufficiently weak synaptic depression. However, as synaptic depression becomes stronger, the bump became unstable with respect to perturbations that shift the boundary of the bump, leading to the formation of a traveling pulse. The local stability of a bump is determined by the spectrum of a piecewise linear operator that keeps track of the sign of perturbations of the bump boundary. This results in a number of differences from previous studies of neural field models with Heaviside firing rate functions, where any discontinuities appear inside convolutions so that the resulting dynamical system is smooth. We also extend our results to the case of radially symmetric bumps in two–dimensional neural field models.

1. Introduction. Continuum neural field models provide an important example of spatially extended excitable systems with nonlocal interactions. These models represent the large–scale dynamics of populations of neurons in terms of nonlinear integrodifferential equations whose associated integral kernels represent the spatial distribution of neuronal synaptic connections [1, 2, 3, 4, 5]. As in the case of nonlinear PDE models of diffusively coupled excitable systems [6], neural field models can exhibit a variety of coherent pulse–like structures including both stationary and traveling solitary pulses. Traveling pulses tend to occur when synaptic connections are predominantly excitatory and there is some form of slow local adaptation or
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recovery [7], whereas stationary pulses occur in the presence of lateral inhibition [2, 8]. The formation of localized activity states can be used to model a number of neurobiological phenomena. For example, traveling pulses have been observed in disinhibited slice preparations [9, 10, 11] using voltage sensitive dyes and multiple electrodes. A second example is given by a delayed response task in which an animal is required to retain information of a sensory cue across a delay period between the stimulus and behavioral response. Physiological recordings in prefrontal cortex have shown that spatially localized groups of neurons fire during the recall task and then stop firing once the task has finished [12]. Thus persistent localized states of activity are thought to be neural correlates of spatial working memory.

The simplest example of a one–dimensional neural field model is the scalar equation

$$\tau \frac{\partial u(x,t)}{\partial t} = -u(x,t) + \int_{-\infty}^{\infty} w(x-x')f(u(x',t))dx' + h(x,t).$$  \tag{1}$$

The neural field $u(x,t)$ represents the local activity of a population of neurons at position $x$ at time $t$, $\tau$ is a membrane or synaptic time constant, $h(x,t)$ represents an external input, and $w(x)$ is a synaptic weight distribution. We assume that $w$ is a continuous function satisfying $w(-x) = w(x)$ and $\int_{-\infty}^{\infty} w(x) < \infty$. The nonlinearity $f$ denotes an output firing rate function. A typical choice for $f$ is a bounded, positive monotonic function such as the sigmoid

$$f(u) = \frac{1}{1 + e^{-\eta(u - \theta)}}.$$  \tag{2}$$

with gain $\eta$ and threshold $\theta$. Most analytical studies of the existence and stability of spatially localized solutions of equation (1) and its generalizations have been obtained by taking the high–gain limit $\eta \to \infty$ such that $f$ becomes a Heaviside function [2, 7, 8].

$$f(u) = H(u - \theta) = \begin{cases} 0 & \text{if } u < \theta \\ 1 & \text{if } u > \theta \end{cases} \tag{3}$$

It is then possible to establish existence of pulse solutions by explicit construction and to determine local stability in terms of an associated Evans function [13]. The latter is obtained by linearizing the neural field equations about the pulse solution. In the case of stationary pulses or bumps, local stability reduces to the problem of calculating the effects of perturbations at the bump boundary where $u(x) = \theta$.

Equation (1) was first analyzed in detail by Amari [2], who showed that in the case of a Heaviside function $H$ and a homogeneous external input $h$, the network can support a stable stationary bump solution when the weight distribution $w(x)$ is given by a so–called Mexican hat function with the following properties:

(i) $w(x) > 0$ for $x \in [0,x_0)$ with $w(x_0) = 0$
(ii) $w(x) < 0$ for $x \in (x_0, \infty)$
(iii) $w(x)$ is decreasing on $[0,x_0]$
(iv) $w(x)$ has a unique minimum on $\mathbb{R}^+$ at $x = x_1$ with $x_1 > x_0$ and $w(x)$ strictly increasing on $(x_1, \infty)$.

On the other hand, in the case of a purely excitatory network with $w(x)$ a positive, monotonic decreasing function, any bump solution is unstable and tends to break up into a pair of counterpropagating fronts. Following Amari’s original analysis, Kishimoto and Amari [14] proved the existence of a stationary pulse for a smooth sigmoidal nonlinearity $f$ rather than a Heaviside function using a fixed point
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More recently, functional analytical techniques have been used to study stationary bump solutions for a general class of neural field models with smooth $f$, where the spatial domain is taken to be bounded rather than infinite \cite{15}. The constructive approach based on the Heaviside function has also been generalized in a number of ways (see the review by Coombes \cite{5}). These include more general weight distributions for which multiple bump states can arise \cite{16,17}, inhomogeneous neural fields \cite{18}, two-dimensional bumps \cite{19,17,20,21}, and weakly interacting bumps \cite{22}. There has also been a lot of recent interest in neural field models with some form of local negative feedback. The inclusion of negative feedback is motivated by the fact that the scalar model given by equation (1) cannot support traveling pulse solutions in the absence of synaptic inhibition, which is inconsistent with what is observed in disinhibited slice experiments. \cite{8}. Negative feedback is typically taken to be linear by analogy with the Fitzhugh-Nagumo equation \cite{23}, leading to a neural field model of the form \cite{7,8}

$$\tau \frac{\partial u(x,t)}{\partial t} = -u(x,t) + \int_{-\infty}^{\infty} w(x,x') f(u(x',t)) dx' - v(x,t) + h(x,t), \quad (4)$$

$$\epsilon \frac{\partial v(x,t)}{\partial t} = \gamma u(x,t) - v(x,t). \quad (5)$$

The auxiliary field $v(x,t)$ represents a slow local negative feedback component with $\epsilon$ and $\gamma$ determining the time constant and strength of the feedback, respectively. One of the interesting dynamical consequences of linear negative feedback is that the spectrum of the linear operator obtained by linearizing about a stationary bump solution can have complex–valued eigenvalues, thus providing a possible mechanism for the generation of spatially structured oscillations \cite{20,21,24,25}.

In this paper we use the constructive approach to study the existence and stability of stationary bumps in a neural field model with a nonlinear form of negative feedback that represents the effects of synaptic depression. Synaptic depression is the process by which presynaptic resources such as chemical neurotransmitter or synaptic vesicles are depleted \cite{26}. It can be incorporated into the scalar neural field model (1) by introducing a dynamic prefactor $q$ in the nonlocal term according to \cite{27,28}

$$\tau \frac{\partial u(x,t)}{\partial t} = -u(x,t) + \int_{-\infty}^{\infty} q(x',t) w(x-x') f(u(x',t)) dx', \quad (6a)$$

$$\frac{\partial q(x,t)}{\partial t} = \frac{1 - q(x,t)}{\alpha} - \beta q(x,t) f(u(x,t)). \quad (6b)$$

The factor $q(x,t)$ can be interpreted as a measure of the fraction of available presynaptic resources, which are depleted at a rate $\beta f$ \cite{29,30}, and are recovered on a timescale specified by the constant $\alpha$ (experimentally shown to be 200-800ms \cite{31,32,29}). If we assume that the strength of a synapse is reduced by a factor $\kappa = 0.95 - 0.9$ of its maximal value in response to a sustained input of rate $f = 1$ \cite{31}, then a simple steady–state calculation shows that $\beta \approx (1 - \kappa)/(\kappa \alpha) \approx 0.0001 - 0.1$ (ms)$^{-1}$ for the given range of values of $\alpha$. In previous work we focused on the role of synaptic depression in generating spatially structured oscillations in one-dimensional \cite{27} and two-dimensional \cite{28} excitatory neural networks with continuous firing rate functions. In the high–gain limit oscillatory solutions no longer exist but stationary and traveling wave solutions can be constructed. However, the presence of a Heaviside function in the dynamics of the synaptic depression variable
means that the resulting dynamical system is piecewise smooth, which considerably complicates the stability analysis. Indeed, a preliminary analysis of bump stability suggests that considerable care has to be taken in evaluating terms arising from perturbations of the bump boundary [27]. Here we present a more detailed analysis of stationary bumps, both in one-dimensional and two-dimensional neural field models with synaptic depression, which explicitly handles the piecewise nature of the dynamics.

2. **Existence and stability of bumps in the scalar equation.** It is useful to begin by briefly reviewing the analysis of bumps in the scalar neural field equation (1) with \( f(u) = H(u - \theta) \) and \( h \equiv 0 \). Equilibrium solutions of equation (1) satisfy

\[
U(x) = \int_{-\infty}^{\infty} w(x - x') H[U(x') - \theta] dx'.
\]

Let \( R[U] = \{ x \mid U(x) > \theta \} \) be the region over which the field is excited or superthreshold. Equation (7) can then be rewritten as

\[
U(x) = \int_{R[U]} w(x - x') dx'.
\]

Exploiting the fact that any solution can be arbitrarily translated so that it is
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**Figure 1.** Construction of a solitary pulse in the Amari model. (a) A Mexican hat weight distribution \( w(x) \). (b) Integral \( W(x) \) of \( w(x) \). Horizontal line shows the threshold \( \theta \) whose intersections with \( W(2a) \) determine the allowed stationary pulse solutions. If \( W_\infty < \theta < W_m \) then there exists an unstable bump of half-width \( a_1 \) and a stable bump of half-width \( a_2 \). On the other hand, if \( 0 < \theta < W_\infty \) then there only exists an unstable bump. (c) Unstable bump (broken) acting as a separatrix between a stable bump and the uniform rest state. (d) For \( 0 < \theta < W_\infty \) the unstable bump acts as a separatrix between a wavefront and the rest state. [Adapted from [3]]
centered at the origin, we define a stationary pulse solution of half-width $a$ to be one that is excited over the interval $(-a, a)$. Let

$$W(x) = \int_0^x w(y)dy$$

and

$$W_m = \max_{x>0} W(x), \quad W_\infty = \lim_{x\to\infty} W(x)$$

such that $W(0) = 0$ and $W(-x) = -W(x)$. For a bump of half-width $a$, equation (8) reduces to the form

$$U(x) = W(a + x) - W(x - a).$$

Since $U(\pm a) = \theta$ by definition, we obtain the following necessary condition for the existence of a bump:

$$W(2a) = \theta. \quad (12)$$

This condition is also sufficient for a Mexican hat weight distribution [2]. It will be shown below that a bump is stable provided the condition $W'(2a) < 0$ is satisfied. The existence and stability of activity bumps for a given $\theta$ can thus be determined graphically as illustrated in figure 1(b). For a certain range of values of $\theta > 0$ one finds bistability between a stable bump and a uniform rest state, $U(x) = 0$ for all $x \in \mathbb{R}$, with an unstable bump acting as a separatrix between these two solutions.

The linear stability of a stationary pulse can be determined by setting $u(x,t) = U(x) + \psi(x)e^{\lambda t/\tau}$ and expanding to first order in $\psi$ [8, 20, 13]. This leads to the eigenvalue equation

$$(\lambda + 1)\psi(x) = \int_{-\infty}^{\infty} w(x - x')\delta(U(x'))\psi(x')dx'. \quad (13)$$

Using the identity

$$\delta(U(x)) = \left( \frac{\delta(x - a)}{|U'(a)|} + \frac{\delta(x + a)}{|U'(-a)|} \right), \quad (14)$$

and setting $|U'(a)| = U'(-a) = \gamma^{-1}$, we have

$$(\lambda + 1)\psi(x) = \gamma \left( w(x-a)\psi(a) + w(x+a)\psi(-a) \right). \quad (15)$$

There are two types of solution to this equation. The first consist of solutions $\psi(x)$ that vanish at $x = \pm a$ so that $\lambda = -1$. This defines the essential spectrum and does not contribute to any instabilities. The second class of solution, which generates the discrete spectrum, is obtained by setting $x = \pm a$ in the eigenvalue equation,

$$(\lambda + 1)\psi(a) = \gamma \left( w(0)\psi(a) + w(2a)\psi(-a) \right) \quad (16)$$

$$(\lambda + 1)\psi(-a) = \gamma \left( w(-2a)\psi(a) + w(0)\psi(-a) \right). \quad (17)$$

This has the solutions $\psi(-a) = \pm \psi(a)$ with corresponding eigenvalues

$$\lambda_\pm = -1 + \gamma(w(0) \pm w(2a)). \quad (18)$$

Finally, using the fact that $\gamma^{-1} = w(0) - w(2a)$ we deduce that $\lambda_- = 0$ (reflecting the translation invariance of the system) and $\lambda_+ = 2\gamma w(2a)$. Thus the bump is stable provided that $w(2a) = W'(2a) < 0$.

Note that the discrete spectrum is determined completely in terms of the perturbations $\psi(\pm a)$. This explains why it is also possible to analyze the stability of the bumps by restricting attention to the effects of perturbations at the boundaries of the activity bump as originally formulated by Amari [2]. In particular, if $\Delta_+(t)$
denotes a perturbation in the position of the right–hand edge of the bump so that
\( u(x, t) = \theta \) at \( x = x + a + \Delta_+(t) \), then
\[
\theta = U(a + \Delta_+(t)) + \psi(a + \Delta_+(t), t) \\
= U(a) + U'(a)\Delta_+(t) + \psi(a, t) + O(\Delta^2),
\]
that is,
\[
\Delta_+(t) = \gamma \psi(a, t) \tag{19}
\]
since \( U(a) = \theta \) and \( U'(a) = -\gamma^{-1} \). Similarly, the shift \( \Delta_-(t) \) of the left–hand edge satisfies
\[
\Delta_-(t) = -\gamma \psi(-a, t). \tag{20}
\]
It follows that the eigenmode \( \psi(-a, t) = \psi(a, t) \) generates a uniform expansion or contraction of the bump \( \Delta_+ = -\Delta_- \) whereas \( \psi(-a, t) = -\psi(a, t) \) generates a shift in the center of the bump \( \Delta_+ = \Delta_- \).

3. **Piecewise–smooth network with synaptic depression.** In this section, we analyze the existence and stability of stationary bumps in a one–dimensional neural field model with synaptic depression, whose dynamics is described by equation (6) with \( f \) given by the Heaviside function (3). In contrast to the scalar equation, the dynamics is now only piecewise smooth due to the presence of the Heaviside function in the dynamical equation for the depression variable \( q(x, t) \). In the following we set the time constant \( \tau = 1 \) which sets the unit of time to be of the order 10ms.
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**Figure 2.** Phase plane plot of the space-clamped system (21) in the case \( \theta < 1/(1+\alpha\beta) \) for which there exist two stable fixed points. Parameters are \( \alpha = 50, \beta = 0.05, \) and \( \theta = 0.1 \).

**3.1. Phase–plane analysis.** Let us first consider the corresponding space–clamped system in which solutions are restricted to be spatially uniform:
\[
\begin{align*}
\dot{u}(t) &= -u(t) + q(t)H(u(t) - \theta), \\
\dot{q}(t) &= 1 - q(t) - \alpha \beta q(t)H(u(t) - \theta). \tag{21}
\end{align*}
\]
In order to calculate equilibria of (21), we consider the possible solutions on the two domains of the step function \( H(u - \theta) \). We find that there is always a low activity
or Down state on the lower domain \((u < \theta)\) for \(\theta > 0\) such that \((u, q) = (0, 1)\). The stability of this Down state is determined by the eigenvalues of the Jacobian
\[
\mathcal{J}(0, 1) = \begin{pmatrix}
-1 & 0 \\
0 & -1/\alpha
\end{pmatrix}
\]
and is therefore stable since \(\alpha > 0\). In the upper domain \((u > \theta)\), an equilibrium is given by the system
\[
0 = -u + q, \\
0 = (1 - q)/\alpha - \beta q,
\]
implying a fixed point \((u, q) = (1/(1 + \alpha \beta), 1/(1 + \alpha \beta))\) will exist, provided \(\theta < 1/(1 + \alpha \beta)\). Its stability is determined by the eigenvalues of the Jacobian
\[
\mathcal{J}(u, q) = \begin{pmatrix}
-1 & 1 \\
0 & -(1/\alpha + \beta)
\end{pmatrix},
\]
which guarantees that such an Up state is always stable. Therefore, we have a bistable system as long as \(\theta < 1/(1 + \alpha \beta)\), as pictured in Fig. 2. However, if \(\theta > 1/(1 + \alpha \beta)\), only the Down state exists, which physically means that in this case synaptic depression curtails recurrent excitation to the point that no sustained activity is possible. In the special case \(\theta = 1/(1 + \alpha \beta)\), an equilibrium exists at \(u = q = \theta\), provided that we take \(H(0) = 1\). However, the piecewise smooth nature of the dynamics needs to be taken into account in order to determine the stability of the fixed point. That is, the fixed point is stable with respect to perturbations \(\delta u > 0\) but unstable with respect to perturbations \(\delta u < 0\). Thus, there does not exists a unique linear operator whose spectrum determines local stability. While this special case is non-generic in the space–clamped system, it foreshadows potential problems in the study of the stability of spatially structured solutions of the full system \((6)\). This is due to the fact that one has to consider perturbations at threshold crossing points \(x\) where \(u(x, t) = \theta\).

### 3.2. Existence of 1D bumps.

Following our analysis of the scalar equation, a stationary bump solution \((U(x), Q(x))\) with associated excited region \(R[U] = (-a, a)\) satisfies the pair of equations
\[
U(x) = \int_{-a}^{a} Q(x') w(x - x') dx', \\
Q(x) = 1 - \frac{\alpha \beta}{1 + \alpha \beta} H(U(x) - \theta).
\]
Substituting equation \((27)\) into \((26)\) yields
\[
U(x) = \frac{1}{1 + \alpha \beta} [W(x + a) + W(x - a)],
\]
which is identical to the scalar case modulo a constant scale factor. As a simple example, consider a Mexican hat distribution given by the difference–of–exponentials
\[
w(|x - x'|) = e^{-|x-x'|} - A e^{-|x-x'|}/\sigma.
\]
Substituting the weight function \((29)\) into the steady state solution for \(U(x)\) and evaluating the integral yields
\[
U(x) = \frac{1}{(1 + \alpha \beta)} \begin{cases} 
2 \sinh ax - 2 A \sigma \sinh(a/\sigma)e^{-x/\sigma}, & x > a, \\
2 - 2e^{-a} \cosh x - 2 A \sigma [1 - e^{-a/\sigma} \cosh(x/\sigma)], & |x| < a, \\
2 \sinh ae^x - A \sigma \sinh(a/\sigma)e^x/\sigma, & x < -a.
\end{cases}
\]
Applying the threshold conditions $U(\pm a) = \theta$, we arrive at an implicit expression relating the bump half–width $a$ to all other parameters$^1$:

$$\frac{1}{(1 + \alpha \beta)} \left[ 1 - e^{-2a} - A\sigma (1 - e^{-2a/\sigma}) \right] = \theta.$$  \hspace{1cm} (30)

The transcendental equation (30) can be solved numerically using a root finding algorithm. The variation of pulse width with the parameters $\theta$ and $\beta$ is shown in Figure 3; the stability of the bumps is calculated below.

3.3. **Stability of 1D bumps.** In the case of the scalar equation (1) it was possible to determine the local stability of a stationary bump by formally differentiating the Heaviside firing rate function inside the convolution integral, which is equivalent to differentiating with respect to the locations of the bump boundary. This is no longer possible for the neural field system (6), since the steady-state depression variable $Q(x)$ is a discontinuous function of $x$, reflecting the piecewise smooth nature of the depression dynamics. Formally Taylor expanding equations (6) about a bump solution in order to determine local stability of the bump requires prescribing $Q(x)$ on the bump boundary. The resulting stability conditions are necessary but not sufficient, that is, they underestimate the effectiveness of synaptic depression in destabilizing a bump [27]. Here we present a more rigorous treatment of local stability that explicitly takes into account the piecewise smooth nature of the dynamics.

$^1$These threshold–crossing conditions are necessary but not sufficient for existence of a bump. A rigorous proof of existence, which establishes that activity is superthreshold everywhere within the domain $|x| < a$ and subthreshold for all $|x| > a$, has not been obtained except in special cases [2]. However, it is straightforward to check numerically that these conditions are satisfied.
Let us set \( u(x, t) = U(x) + \psi(x, t) \) and \( q(x, t) = Q(x) + \varphi(x, t) \). Substituting into the full system (6) and imposing the stationary bump solutions (26) and (27) gives

\[
\frac{\partial \psi(x, t)}{\partial t} = -\psi(x, t) + \int_{a}^{\infty} w(x-x')Q(x') [H(U(x') + \psi(x', t) - \theta) - H(U(x') - \theta)] dx' + \int_{-\infty}^{a} w(x-x')\varphi(x', t)H(U(x') + \psi(x', t) - \theta) dx' \tag{31}
\]

\[
\frac{\partial \varphi(x, t)}{\partial t} = -\varphi(x, t) + \frac{\alpha}{\beta} Q(x) [H(U(x) + \psi(x, t) - \theta) - H(U(x) - \theta)] - \beta \varphi(x, t)H(U(x) + \psi(x, t) - \theta). \tag{32}
\]

Following our analysis of the scalar equation (1), denote the perturbations of the bump boundary by \( \Delta_{\pm}(t) \) such that

\[
u(a + \Delta_+(t), t) = u(-a + \Delta_-(t), t) = \theta
\]

for all \( t > 0 \). Introducing the modified field

\[
\Phi(x, t) = \int_{a+\Delta_-(t)}^{a+\Delta_+(t)} w(x-x')\varphi(x', t) dx', \tag{33}
\]

and convolving equation (32) with the weight function \( w(x) \) between \(-a + \Delta_-(t)\) and \( a + \Delta_+(t) \) gives

\[
\frac{\partial \psi(x, t)}{\partial t} = -\psi(x, t) + \Phi(x, t) + \int_{a}^{a+\Delta_+(t)} w(x-x')Q(x') dx' - \int_{-\infty}^{a} w(x-x')Q(x') dx' \tag{34}
\]

\[
\frac{\partial \Phi(x, t)}{\partial t} = -\left(\frac{\alpha}{\beta} + 1\right) \Phi(x, t) - \beta \int_{a+\Delta_-(t)}^{a+\Delta_+(t)} w(x-x')Q(x') [H(U + \psi - \theta) - H(U - \theta)] dx'. \tag{35}
\]

So far we have not made any approximations. We now “linearize” equations (34) and (35) by only keeping terms having a magnitude that is first order in the perturbations \( \psi, \Phi, \Delta_{\pm} \). However, it is important to keep track of the signs of \( \Delta_{\pm} \) when approximating the various integrals, since the stationary solution \( Q(x) \) is discontinuous at the bump boundary. For example,

\[
\int_{a}^{a+\Delta_+} w(x-x')Q(x') dx' \approx \Delta_+ \lim_{\Delta_+ \to 0} w(x-a-\Delta_+)Q(a+\Delta_+) = \Delta_+ w(x-a)G(\Delta_+) \tag{36}
\]

and

\[
\int_{-a+\Delta_-}^{-a} w(x-x')Q(x') dx' \approx -\Delta_- \lim_{\Delta_- \to 0} w(x+a-\Delta_-)Q(-a+\Delta_-) = -\Delta_- w(x+a)G(-\Delta_-), \tag{37}
\]

where \( G(\Delta) \) is the step function

\[
G(\Delta) = \begin{cases} 
1 & \text{if } \Delta > 0 \\
(1 + \alpha \beta)^{-1} & \text{if } \Delta < 0 
\end{cases}. \tag{38}
\]
Similarly, the integral on the right–hand side of equation (35) can be approximated by the expression

\[
\Delta_+(t)w(x-a)G(\Delta_+)H(\Delta_+) - \Delta_-(t)w(x+a)G(-\Delta_-)H(-\Delta_-). \tag{39}
\]

Finally, having expanded the various integrals to first order in the perturbations, we can use equations (19) and (20) to obtain the following system of equations:

\[
\frac{\partial \psi(x,t)}{\partial t} = -\psi(x,t) + \Phi(x,t) + \gamma w(x+a)\psi(-a,t)G(\psi(-a,t)) \\
+ \gamma w(x-a)\psi(a,t)G(\psi(a,t)) \tag{40}
\]

\[
\frac{\partial \Phi(x,t)}{\partial t} = -\left(\alpha^{-1} + \beta\right)\Phi(x,t) \\
- \beta \gamma w(x+a)\psi(-a,t)G(\psi(-a,t))H(\psi(-a,t)) \\
- \beta \gamma w(x-a)\psi(a,t)G(\psi(a,t))H(\psi(a,t)). \tag{41}
\]

Here

\[
\gamma^{-1} = U'(-a) = -U'(a) = \frac{w(0) - w(2a)}{1 + \alpha \beta}. \tag{42}
\]

\textbf{Figure 4.} Illustration of different eigenmodes for one–dimensional bump perturbations.

Equations (40) and (41) imply that the local stability of a stationary bump solution depends on the spectral properties of a piecewise linear operator. However,
one can obtain a simpler spectral problem under the ansatz that the perturbations \( \psi(\pm a, t) \) (or equivalently \( \Delta(\pm a) \)) do not switch sign for any time \( t \). In other words, we assume that equations (40) and (41) have separable solutions of the form \( (\psi(x, t), \Phi(x, t)) = e^{\lambda t}(\psi(x), \Phi(x)) \), where \( \lambda \) is real. Under this assumption, the step functions \( H, G \) are time–independent so that there is a common factor \( e^{\lambda t} \) that cancels everywhere. We thus obtain an eigenvalue equation for \( \lambda \) of the form

\[
(\lambda + 1)\psi(x) = \gamma w(x + a)\psi(-a)G(\psi(-a)) \left( 1 - \frac{\beta H(\psi(-a))}{\lambda + \alpha^{-1} + \beta} \right) + \gamma w(x - a)\psi(a)G(\psi(a)) \left( 1 - \frac{\beta H(\psi(a))}{\lambda + \alpha^{-1} + \beta} \right).
\]

One particular class of solutions to equation (43) consists of functions \( \psi(x) \) that vanish on the boundary, \( \psi(\pm a) = 0 \), such that \( \lambda = -1 \). This determines the essential spectrum, since \( \lambda = -1 \) has infinite multiplicity, and does not contribute to any instabilities. There are then four other classes of solution to equation (43): (i) \( \psi(-a) > 0 \) and \( \psi(a) < 0 \); (ii) \( \psi(-a) < 0 \) and \( \psi(a) > 0 \); (iii) \( \psi(-a) > 0 \) and \( \psi(a) > 0 \); (iv) \( \psi(-a) < 0 \) and \( \psi(a) < 0 \). In the special case \( |\psi(a)| = |\psi(-a)| \), the four types of perturbation correspond, respectively, to a leftward shift, a rightward shift, an expansion, and a contraction of the stationary bump solution. Figure 4 visualizes each of these cases for \( \psi(x) \). If \( |\psi(a)| \neq |\psi(-a)| \) then we have a mixture of these basic transformations. For example if \( \psi(-a) > |\psi(a)| \) in case (i), then the perturbation is a mixture of a leftward shift and a bump expansion.

(i) \( \psi(\pm a) \leq 0 \): In this case equation (43) becomes

\[
(\lambda + \alpha^{-1} + \beta)(\lambda + 1)\psi(x) = \gamma w(x + a)\psi(-a)\left( \lambda + \alpha^{-1} \right) + \gamma w(x - a)\psi(a)\frac{\lambda + \alpha^{-1} + \beta}{1 + \alpha\beta}.
\]

Setting \( x = \pm a \) then yields the matrix equation

\[
\begin{pmatrix}
\Gamma(\beta)(\lambda) - \gamma w(0)\left( \lambda + \alpha^{-1} \right)
-\gamma \left( \lambda + \alpha^{-1} \right)w(2a)
\end{pmatrix}
\begin{pmatrix}
\psi(-a)
\psi(a)
\end{pmatrix}

= -\frac{\gamma\alpha\beta\lambda}{1 + \alpha\beta}
\begin{pmatrix}
w(2a)\psi(a)
w(0)\psi(a)
\end{pmatrix},
\]

where

\[
\Gamma(\beta)(\lambda) = (\lambda + \alpha^{-1} + \beta)(\lambda + 1).
\]

The eigenvalues are determined by requiring that the determinant of the above matrix vanishes, which yields a quartic equation for \( \lambda \). It is straightforward to show that there exists a zero eigenvalue \( \lambda = 0 \) with corresponding eigenmode \( \psi(-a) = -\psi(a) > 0 \), which represents a leftward shift. The existence of a zero eigenvalue reflects the translation invariance of the full system (6). In order to calculate any other eigenvalues, we assume that \( \beta \ll 1 \) (which is consistent with physiological values for the depletion rate of synaptic depression [29, 30]) and carry out a perturbation expansion in \( \beta \). That is, we write \( \psi(\pm a) = \psi_0^\pm + \beta\psi_1^\pm + \ldots \) and \( \lambda = \lambda_0 + \beta\lambda_1 + \ldots \). First, setting \( \beta = 0 \) in equation (45) shows that the lowest order solution (consistent with the fact that \( \psi(\pm a) \) have opposite sign) is \( \psi_0^- = -\psi_0^+ \) with \( \lambda_0 = 0, -\alpha^{-1} \). The zero eigenvalue solution persists when \( \beta > 0 \), whereas the other solution picks up \( O(\beta) \) corrections. However, these do not lead to an instability,
at least for sufficiently small $\beta$. The corresponding eigenmode now consists of a combination of a leftward shift and a bump expansion or contraction.

(ii) $\psi(\pm a) \geq 0$ : As expected from the reflection symmetry of the original system (6) when $\omega(x)$ is an even function, the spectrum associated with rightward shifts is identical to that of leftward shifts.

![Figure 5](image)

**Figure 5.** Stability of a stationary bump with respect to shift perturbations (cases (i) and (ii)). (a) Nonzero eigenvalue when $\theta = 0.1$ for various $\beta$. Bump destabilizes under shifts for sufficiently large $\beta$. (b) Corresponding plot of the ratio $\Psi(a) = \psi(a)/\psi(-a)$ for a leftward shift and $\theta = 0.1$. As $\beta$ increases, the ratio approaches zero, implying the perturbation is a combination of a pure shift and an expansion. (c) Nonzero eigenvalue when $\theta = 0.07$ for various $\beta$. (d) Corresponding plot of the ratio $\Psi(a) = \psi(a)/\psi(-a)$ for a leftward shift and $\theta = 0.07$. Other parameters are $A = 0.6$, $\sigma = 4$, $\alpha = 20$. Results are the same for a rightward shift on exchanging $x = -a$ and $x = a$.

(iii) $\psi(\pm a) > 0$ : In this case equation (43) becomes

\[
(\lambda + \alpha^{-1} + \beta) (\lambda + 1) \psi(x) = \gamma \omega(x + a) \psi(-a) (\lambda + \alpha^{-1}) + \gamma \omega(x - a) \psi(a) (\lambda + \alpha^{-1}).
\]  

(46)

Setting $x = \pm a$ and noting that $\psi(\pm a)$ have the same sign, we have $\psi(a) = \psi(-a) > 0$ with $\lambda$ satisfying the quadratic equation

\[
(\lambda + \alpha^{-1} + \beta) (\lambda + 1) = (\lambda + \alpha^{-1}) (1 + \alpha \beta) \Omega,
\]  

(47)
where
\[
\Omega = \frac{w(0) + w(2a)}{w(0) - w(2a)}.
\]
and we have substituted for \( \gamma \) using equation (42). It follows that \( \lambda = \lambda_{\pm} \) with
\[
\lambda_{\pm} = \frac{1}{2} \left[ \Omega(1 + \alpha \beta) - (1 + \alpha^{-1} + \beta) \right] \\
\pm \frac{1}{2} \sqrt{\left[ \Omega(1 + \alpha \beta) - (1 + \alpha^{-1} + \beta) \right]^2 + 4(\Omega - 1)(\alpha^{-1} + \beta)}.
\]

The associated eigenmode corresponds to a pure expansion of the bump.

(iv) \( \psi(\pm a) < 0 \) : In this final case equation (43) becomes
\[
(\lambda + 1)\psi(x) = \gamma w(x + a)\psi(-a) \frac{1}{1 + \alpha \beta} + \gamma w(x - a)\psi(a) \frac{1}{1 + \alpha \beta}.
\]
Setting \( x = \pm a \) shows that \( \psi(a) = \psi(-a) \) and \( \lambda = \lambda_0 \) with
\[
\lambda_0 = \Omega - 1.
\]

The associated eigenmode corresponds to a pure contraction of the bump.
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**Figure 6.** Stability with respect to expansion and contraction perturbations (cases (iii) and (iv)). (a) Eigenvalues of the expansion (solid curves) and contraction (dashed curve) perturbations when (a) \( \theta = 0.1 \) and (b) \( \theta = 0.07 \). In the grey regions, the roots of equation (48) are complex thus violating the ansatz. Other parameters are \( A = 0.6, \sigma = 4 \), and \( \alpha = 0.1 \).

We now illustrate an application of the above stability analysis by considering stationary bumps in a network with the Mexican hat weight function (29). Specifically, we plot the spectrum for each type of perturbation in the case of the wider bump shown in Figure 3, which is stable as \( \beta \to 0 \). In Figure 5, we plot the nonzero eigenvalue \( \lambda \) for shift perturbations; the other two non–zero solutions to the characteristic equation (45) violate the shift restriction \( \psi(a) < 0 < \psi(-a) \). As \( \beta \) increases, the eigenvalue becomes positive, representing destabilization through a saddle-node bifurcation, and the perturbation leads to a shift/expansion of the bump, according to the ratio \( \Psi(a) / \psi(\mp a) \). In comparison, the eigenvalues of type (iii) and (iv) perturbations (expansions and contractions) are plotted in Figure 6. As \( \beta \) is increased, the eigenvalues of the expansion perturbation become positive, whereas the contraction perturbation is always stable for the chosen parameters. Since the
expansion instability occurs at larger values of $\beta$ than shift perturbations, the latter appear to dominate bump instabilities in the case of the given Mexican hat weight function. Another important point is that there exists a parameter range where the roots of the characteristic equation (48) are complex, so stability of expanding perturbations cannot be analyzed using our given ansatz. When real roots appear again, there is a jump in their value. We summarize our stability results in Figure 7, which shows the parameter space ($\alpha, \beta$) divided into separate stability regions where either: no bumps exist (black); stable bumps exist (dark grey); unstable bumps exist (light grey); or stability analysis of expansion breaks down (white). Even when the stability analysis of the expansion mode breaks down, bumps destabilize under shift perturbations. Thus, over a physiological range of parameters, if depression is sufficiently weak, bumps remain stable. On the other hand, for strong enough depression, they destabilize via shift perturbations to traveling pulses, as we will show below. The fact that depression reduces the impact of lateral inhibition here leads to inevitable bump destabilization for large enough $\beta$.

![Figure 7. Stability map in ($\alpha, \beta$) parameter space. Black denotes nonexistence of bumps; light grey denotes unstable bumps; dark grey denotes stable bumps; and white denotes stability analysis of expansions being inconclusive. Dashed black line denotes location of a saddle bifurcation, where stable bumps transition to traveling pulses. Even in the white region, bumps are unstable, due to instability of shift perturbations. Other parameters are $A = 0.6$, $\sigma = 4$, and $\theta = 0.1$.](image)

3.4. **Numerical simulations.** We now study the full system (6) using a numerical approximation scheme. To evolve the system in time, we use a fourth order Runge-Kutta method with 2000-4000 spatial grid points and a time-step of $dt = 0.01$. The integral term in equation (6a) is approximated using Simpson’s rule. We systematically examined whether taking finer grids changed stability results, and it does
not. This is important because too coarse a grid can drastically alter numerical results, since discreteness can stabilize bumps that are not stable in the continuous system \[33\]. For all of our numerical simulations, we begin with an initial condition specified by an associated bump solution \[30\] that lies on the unstable part of the upper branch of the existence curves shown in Figure 3. After a brief period, we stimulate the system by adding an input perturbation of \(u(x, t)\) defined as

\[
\psi_\pm(x, t) = \chi(t)(w(x + a) \pm w(x - a)),
\]

which is motivated by eigenmodes of the linearized Amari equation \[1\]. Leftward shifts (rightward shifts) correspond to \(\psi_-(x, t)\) when \(\chi(t) \geq 0\) (\(\chi(t) \leq 0\)), while expansions (contractions) correspond to \(\psi_+(x, t)\) when \(\chi(t) \geq 0\) (\(\chi(t) \leq 0\)). The resulting dynamics depends specifically on the type of perturbation applied to the bump.
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**Figure 8.** Numerical simulation of a bump destabilized by a leftward shift perturbation. (a) Plot of \(u(x, t)\) for an initial condition taken to be a stationary bump specified by equation \[30\]. Solution is perturbed at \(t = 10\) by a leftward shift \(\psi_-(x, t)\), such that \(\chi(t) = -0.1\) for \(t \in [10, 10.1]\) and zero otherwise. (b) Bump width plotted versus time. Bump width increases linearly following the perturbation, but eventually relaxes back to a constant value as the solution evolves to a traveling pulse. Parameters are \(A = 0.3\), \(\sigma = 4\), \(\alpha = 50\), \(\beta = 0.01\), \(\theta = 0.1\).

When shift perturbations destabilize a bump, the resulting dynamics evolves to a traveling pulse solution. As we showed in previous work, synaptic depression is a reliable mechanism for generating traveling pulses in excitatory neural fields \[27, 28\]. As illustrated in Figure 8, following a perturbation by a leftward shift, the bump initially expands and then starts to propagate. Eventually, the traveling pulse’s width stabilizes to a constant value, larger than the initial bump width. The initial linear growth in the bump’s width is consistent with our linear stability calculations. In other simulations, we found that as synaptic depression strength \(\beta\) is increased, the rate of linear growth in the width increases as well, which is also predicted by our stability analysis. In Figure 9, we show an example of how expansions destabilize the bump to result in two counterpropagating pulses. A closer look at the solution as a function of time immediately after the perturbation shows a transient phase, where the superthreshold region is still a connected domain,
Figure 9. Numerical simulation of a bump destabilized by an expanding perturbation. (a) Plot of \( u(x,t) \) for an initial condition taken to be stationary bump specified by (30). Solution is perturbed at \( t = 10 \) by an expansion \( \psi(x,t) \), such that \( \chi(t) = 0.1 \) for \( t \in [10,10.1] \) and zero otherwise. (b) Plot of \( u(x,t) \) for \( t = 0 \) to \( t = 25 \), showing initial expansion of the bump prior to splitting into two counterpropagating pulses. Parameters are \( A = 0.3 \), \( \sigma = 4 \), \( \alpha = 50 \), \( \beta = 0.05 \), \( \theta = 0.1 \).

prior to the splitting into two pulses. As also predicted by our stability analysis, we found that contraction perturbations did not drive the system to the homogeneous zero state, unless their amplitude was large enough to drive the system to the other side of the separatrix given by the smaller unstable bump (see Figure 3).

In summary, our mathematical and numerical analysis of stationary bumps in the one-dimensional piecewise smooth neural field model (6) reveals several novel features compared to previous neural field models [2, 7, 5]. These are consequence of the piecewise nature of the linear operator obtained by expanding about the stationary solution. First, shift perturbations that destabilize the bump are a combination of a pure shift and an expansion, rather than a pure shift, leading to an initial increase in the width of the bump prior to propagation as a traveling pulse. Second, there is an asymmetry between expansion and contraction modes, which have different spectra. Physically, this can be understood from the fact that neural populations just outside of the initial bump have maximal synaptic resources so they can recruit their nearest neighbors to continue spreading activity brought about by an initial expansion. On the other hand, neural populations within the interior of the bump do not possess the resources to continue the damping of activity via lateral inhibition brought about by an initial contraction. Finally, note that analyzing stability by formally Taylor expanding equation (6) about a bump solution and prescribing \( Q(x) \) on the bump boundary generates stability conditions that underestimate the effectiveness of synaptic depression in destabilizing a bump [27], since they do not take proper account of the piecewise smooth nature of the dynamics.

4. Two-dimensional bumps. We now extend our analysis of stationary bumps in a one-dimensional network to derive conditions for the existence and stability of radially symmetric stationary bump solutions of the corresponding two–dimensional
piecewise smooth neural field model

\[
\frac{\tau}{\partial_t} u(r, t) = -u(r, t) + \int_{\mathbb{R}^2} q(r', t) w(|r - r'|) H(u(r', t) - \kappa) dr', 
\]

where \( r = (r, \phi) \in \mathbb{R}^2 \) and \(|r - r'|\) denotes Euclidean distance in the plane.

**Figure 10.** Two-dimensional bumps. (a) Plots relating bump radius \( a \) to amplitude of synaptic depression \( \beta \) for various values of threshold \( \theta \) based on equation (63). Solid (dashed) curves indicate bumps that are (stable) unstable with respect to radially symmetric perturbations. Other parameters are \( A = 0.3, \sigma = 4, \alpha = 20 \). (b) Bump profile when \( \theta = 0.05, \alpha = 20, \beta = 0.01 \).

4.1. **Existence.** Consider a circularly symmetric bump solution of radius \( a \) such that \( u(r, t) = U(r), q(r, t) = Q(r) \) with \( U(a) = \theta \) and

\[
U(r) \geq \theta, \quad \text{for } r \leq a, \quad \{U(r), Q(r)\} \to \{0, 1\}, \quad \text{as } r \to \infty. \tag{53, 54}
\]

Imposing such constraints on a stationary solution of equation (52) gives

\[
U(r) = \int_{\mathcal{U}} Q(r') w(|r - r'|) dr', \tag{55}
\]

\[
Q(r) = (1 + \alpha \beta H(a - r))^{-1}, \tag{56}
\]

where \( \mathcal{U} = \{r = (r, \phi) : r \leq a\} \) is the domain on which the bump is superthreshold. Substituting equation (56) back into (55) yields

\[
(1 + \alpha \beta) U(r) = \Pi(a, r), \tag{57}
\]

where

\[
\Pi(a, r) = \int_0^{2\pi} \int_0^a w(|r - r'|) r' dr' d\phi'. \tag{58}
\]

We can calculate the double integral in (58) using the Hankel transform and Bessel function identities, as in [20, 34]. Thus, we find that

\[
\Pi(a, r) = 2\pi a \int_0^\infty \tilde{w}(\rho) J_0(\rho r) J_1(\rho a) d\rho, \tag{59}
\]
where \( \hat{w}(\rho) \) is the Hankel transform of \( w \).

For the sake of illustration consider a Mexican hat weight distribution given by a combination of modified Bessel functions of the second kind [20, 35, 34]:

\[
w(r) = \frac{2}{3\pi} \left( K_0(r) - K_0(2r) - A(K_0(r/\sigma) - K_0(2r/\sigma)) \right).
\]

(60)

Such a weight function is qualitatively similar to a difference of exponential weight functions

\[w(r) = (2\pi)^{-1}(e^{-r} - Ae^{-r/\sigma}).\]

Moreover, following previous studies of two–dimensional neural field models [17, 35, 24, 34, 28], we can transform the system (52) into a fourth order PDE, which is computationally less expensive to evaluate.

Using the fact that the corresponding Hankel transform of \( K_0(sr) \) is

\[
\mathcal{H}(\rho,s) = \frac{\rho^2 + s^2}{\rho^2 + s^2 - 1},
\]

we have

\[
\hat{w}(\rho) = \frac{2}{3\pi} \left( \mathcal{H}(\rho,1) - \mathcal{H}(\rho,2) - A(\mathcal{H}(\rho,1/\sigma) - \mathcal{H}(\rho,2/\sigma)) \right).
\]

(61)

Thus, the integral (59) can be evaluated explicitly by substituting (61) into (59), and using the identity

\[
\int_0^\infty \frac{1}{\rho^2 + s^2} J_0(\rho \rho_0) J_1(a \rho_0) d\rho_0 \equiv \mathcal{I}(a, r, s) = \begin{cases} \frac{1}{2} I_1(sa) K_0(sr), & r > a, \\ \frac{1}{as^2} - \frac{1}{2} I_0(sr) K_1(sa), & r < a, \end{cases}
\]

where \( \mathcal{I} \) is the modified Bessel function of the first kind of order \( \nu \). Thus, the stationary bump \( U(r) \) given by equation (57) has the form

\[
U(r) = \frac{4a}{3(1 + a\beta)} \left( \mathcal{I}(a, r, 1) - \mathcal{I}(a, r, 2) - A(\mathcal{I}(a, r, 1/\sigma) - \mathcal{I}(a, r, 2/\sigma)) \right).
\]

(62)

The bump radius may then be computed by finding the roots \( a \) of the equation

\[
(1 + a\beta) \theta = \Pi(a),
\]

(63)

with

\[
\Pi(a) \equiv \Pi(a, a) = \frac{4a}{3} \left( I_1(\alpha) K_0(\alpha) - \frac{1}{2} I_1(2\alpha) K_0(2\alpha) \right.
\]

\[
- A(\alpha I_1(\alpha/\sigma) K_0(\alpha/\sigma) - \frac{\sigma}{2} I_1(2\alpha/\sigma) K_0(2\alpha/\sigma)) \Big).
\]

(64)

Relations between bump radius \( a \) and depression strength \( \beta \) are shown in Figure 10 for different thresholds \( \theta \).

4.2. Stability. We now analyze the stability of radially symmetric two–dimensional bump solutions. As in the case of one–dimensional bumps, we must consider the sign of the perturbations of the bump boundary. However, there are now an infinite number of cases to consider with regard to how perturbations subdivide the continuum boundary of a two–dimensional bump. For this initial exposition, we explicitly compute stability with respect to radially symmetric perturbations only. We also formulate the spectral problem associated with radially nonsymmetric perturbations, but due to its complexity, leave its analysis for future work.

Let us set \( u(r, t) = U(r) + \psi(r, t) \) and \( q(r, t) = Q(r) + \varphi(r, t) \). Substituting into the full two-dimensional system (52) and imposing the stationary bump solutions
In general, perturbations to the bump boundary alter the threshold equation as
\[ u = \psi(t, r) \]
\[ + \int_{\mathbb{R}^2} w(|r - r'|)Q(r')[H(U(r') + \psi(r', t) - \theta) - H(U(r') - \theta)]dr' \]
\[ + \int_{\mathbb{R}^2} w(|r - r'|)\varphi(r', t)H(U(r') + \psi(r', t) - \theta)dr' \]  \hspace{1cm} (65)
\[ \frac{\partial \psi(r, t)}{\partial t} = -\psi(r, t) \]
\[ + \frac{\partial \varphi(r, t)}{\partial t} \]
\[ \text{and convolving equation (65) with the weight function } w(r) \text{ over the domain } \]
\[ \text{with boundary } r = a + \Delta(\phi, t) \text{ for } \phi \in [0, 2\pi) \] gives
\[ \frac{\partial \psi(r, t)}{\partial t} = -\psi(r, t) + \Phi(r, t) + \int_{0}^{2\pi} \int_{0}^{\pi + \Delta(\phi', t)} w(|r - r'|)Q(r')r'd\phi'd\phi' \]
\[ - \int_{0}^{2\pi} \int_{0}^{\pi} w(|r - r'|)Q(r')r'd\phi'd\phi', \]  \hspace{1cm} (68)
\[ \frac{\partial \varphi(r, t)}{\partial t} = -\alpha^{-1} + \beta \Phi(r, t) - \beta \int_{0}^{2\pi} \int_{0}^{\pi + \Delta(\phi', t)} w(|r - r'|)Q(r') \]
\[ \times [H(U + \psi - \theta) - H(U - \theta)]r'd\phi'd\phi'. \]  \hspace{1cm} (69)

We now truncate these equations by retaining only those terms first–order in the perturbations \( \psi, \Phi, \Delta \). As in the case of one-dimensional bumps, it is important to keep track of the sign of \( \Delta(\phi, t) \) at all values of \( \phi \) when approximating the integrals, since \( Q(r) \) is discontinuous on the boundary. For example
\[ \int_{0}^{2\pi} \int_{a}^{a + \Delta(\phi', t)} w(|r - r'|)Q(r')r'd\phi' \approx \alpha \int_{A_+(t)} \Delta(\phi', t)w(|r - a|)d\phi' \]
\[ + \frac{\alpha}{1 + \alpha\beta} \int_{A_-(t)} \Delta(\phi', t)w(|r - a|)d\phi', \]  \hspace{1cm} (70)
where the domain \( A_+(t) \) (\( A_-(t) \)) defines the region in \( \phi \) over which the perturbation \( \psi(a, \phi, t) > 0 \) (\( \psi(a, \phi, t) < 0 \)) at time \( t > 0 \) and \( a = (a, \phi') \). Likewise, the integral on the right hand side of (69) can be approximated by
\[ \alpha \int_{A_+} \Delta(\phi', t)w(|r - a|)d\phi'. \]  \hspace{1cm} (71)

Finally, we use the approximation
\[ \theta = u(a + \Delta(\phi, t), \phi, t) = U(a + \Delta(\phi, t)) + \psi(a + \Delta(\phi, t), \phi, t), \]
\[ \approx U(a) + U'(a)\Delta(\phi, t) + \psi(a, \phi), \]
and \( U(a) = \theta \) so that
\[
\Delta(\phi, t) \approx \frac{\psi(a, \phi, t)}{|U'(a)|}
\]
to first order, then we obtain the following set of equations
\[
\frac{\partial \psi(r, t)}{\partial t} = -\psi(r, t) + \Phi(r, t) + a\gamma \int_{A_+(t)} \psi(a, \phi', t) w(|r - a|) d\phi' + \frac{a\gamma}{1 + \alpha\beta} \int_{A_-(t)} \psi(a, \phi', t) w(|r - a|) d\phi',
\]
(72)
\[
\frac{\partial \Phi(r, t)}{\partial t} = -(\alpha^{-1} + \beta) \Phi(r, t) - a\gamma \int_{A_+(t)} \psi(a, \phi', t) w(|r - a|) d\phi'.
\]
(73)

Here
\[
\gamma^{-1} = |U'(a)| = \frac{2\pi a}{3(1 + \alpha\beta)} \int_0^\infty \rho \tilde{w}(\rho) J_1(a\rho) J_1(a\rho) d\rho.
\]
(74)
which for the Mexican hat weight function (60) can be explicitly computed as
\[
|U'(a)| = \frac{4a}{3(1 + \alpha\beta)} (I_1(a) K_1(a) - I_1(2a) K_1(2a) - A(I_1(a/\sigma) K_1(a/\sigma) - I_1(2a/\sigma) K_1(2a/\sigma))).
\]
(75)

Equations (72) and (73) imply that the local stability of a stationary bump solution depends on the spectral properties of a piecewise linear operator. As in the one-dimensional case, we can obtain a simpler spectral problem under the ansatz that the perturbation \( \psi(a, \phi, t) \) (equivalently \( \Delta(\phi, t) \)) does not switch sign at each \( \phi \) for any time \( t \). Thus, we assume (72) and (73) have separable solutions \( (\psi(r, t), \Phi(r, t)) = e^{\lambda t}(\psi(r), \Phi(r)) \), where \( \lambda \) is real. Under this assumption, the domains \( \mathcal{A}_+(t) \) are constant in time, so there is a common factor \( e^{\lambda t} \) that cancels everywhere. We thus obtain an eigenvalue equation for \( \lambda \) of the form
\[
(\lambda + 1)\psi(r) = a\gamma(\lambda + \alpha^{-1}) \int_{A_+} \psi(a, \phi') w(|r - a|) d\phi' + \frac{a\gamma}{1 + \alpha\beta} \int_{A_-} \psi(a, \phi') w(|r - a|) d\phi'.
\]
(76)

One class of solutions to equation (76) consists of functions \( \psi(r) \) that vanish on the boundary, \( \psi(a, \phi) = 0 \), such that \( \lambda = -1 \). This determines the essential spectrum, since \( \lambda = -1 \) has infinite multiplicity, and does not contribute to any instabilities. Otherwise, \( \psi(r, \phi) \) is determined entirely by its values \( \psi(a, \phi) \) on the restricted domain \( r = a \). Hence, we need only consider \( r = a \), which yields the integral equation
\[
(\lambda + 1)\psi(a, \phi) = a\gamma(\lambda + \alpha^{-1}) \int_{A_+} \psi(a, \phi') w\left(2a \sin \frac{\phi - \phi'}{2}\right) d\phi' + \frac{a\gamma}{1 + \alpha\beta} \int_{A_-} \psi(a, \phi') w\left(2a \sin \frac{\phi - \phi'}{2}\right) d\phi',
\]
(77)
where we have simplified the argument of \( w(r) \) using
\[
|(a, \phi) - (a, \phi')| = \sqrt{(a \sin \phi - a \sin \phi')^2 + (a \cos \phi - a \cos \phi')^2} = 2a \sin \frac{\phi - \phi'}{2}.
\]
Figure 11. Low-order perturbations of a radially symmetric two-dimensional bump. (a) expansion ($\Delta_0 > 0$); (b) contraction ($\Delta_0 < 0$); (c) $D_1$-symmetric shift $\Delta_1(\phi)$; (d) $D_2$-symmetric perturbation $\Delta_2(\phi)$.

There are then three other classes of solution to equation (77): (i) radially symmetric expansions, such that $\psi(a, \phi) = \psi(a > 0$ for $\phi \in [0, 2\pi$); (ii) radially symmetric contractions, such that $\psi(a, \phi) = \psi(a < 0$ for $\phi \in [0, 2\pi$); and (iii) radially non-symmetric perturbations for which $\psi(a, \phi)$ changes sign as a function of $\phi$. In the limit $\beta \to 0$, equation (77) reduces to the simpler form

$$\Lambda + 1)\psi(a, \phi) = a\gamma \int_0^{2\pi} \psi(a, \phi') w \left( 2a \sin \frac{\phi - \phi'}{2} \right) d\phi'. \quad (78)$$

The eigenmodes are then given by pure Fourier modes $\psi(a, \phi) = \Delta_n(\phi) \equiv c_n e^{in\phi} + \text{c.c.}$, integer $n$, with corresponding real eigenvalues $\lambda_n = -1 + \gamma \mu_n$,

$$\mu_n = 2a \int_0^{2\pi} w(2a \sin \phi) e^{-2\sin \phi} d\phi. \quad (79)$$

Some examples of low-order Fourier eigenmodes $\Delta_n(\phi)$ are shown in Figure 11, together with the associated boundary domains $A_{\pm}$. As $\beta$ is increased from zero only the zeroth-order eigenmodes persist (expansions and contractions), whereas the non-radially symmetric eigenmodes become a mixture of Fourier modes:

$$\psi(a, \phi) = \sum_{n=-\infty}^{\infty} c_n(a) e^{in\phi}.$$
This is analogous to the mixing between shift and expansion perturbations in the one-dimensional case.

(i) $\psi(a, \phi) = \psi(a) > 0$: In this case, equation (77) becomes

$$(\lambda + 1)\psi(a) = \frac{a\gamma(\lambda + \alpha^{-1})\psi(a)}{\lambda + \alpha^{-1} + \beta} \int_0^{2\pi} w \left(2a\sin \frac{\phi - \phi'}{2}\right) d\phi',$$  
(80)

where we have used the facts that $A_+ = [0, 2\pi)$, $A_- \text{ is empty, and } \psi(a, \phi)$ is constant in $\phi$. Therefore, the right-hand side of equation (80) is independent of $\phi$ and $\lambda$ satisfies the quadratic

$$(\lambda + \alpha^{-1} + \beta)(\lambda + 1) = (\lambda + \alpha^{-1})(1 + \alpha\beta)\Omega_0,$$  
(81)

where

$$\Omega_0 = \frac{\mu_0(a)}{(1 + \alpha\beta)[U'(a)]}, \quad \mu_0(a) = 2a \int_0^\pi w(2a\sin \phi) d\phi.$$  
(82)

For the Mexican hat weight function (60), we can use

$$\int_0^\pi K_0(2b\sin \phi) d\phi = \pi I_0(b)K_0(b)$$

to calculate

$$\mu_0(a) = \frac{4a}{3}(I_0(a)K_0(a) - I_0(2a)K_0(2a) - \lambda)(I_0(a/\sigma)K_0(a/\sigma) - I_0(2a/\sigma)K_0(2a/\sigma))).$$  
(83)

It follows that $\lambda = \lambda^+_0$ with

$$\lambda^+_0 = \frac{1}{2} \left[\Omega_0(1 + \alpha\beta) - (1 + \alpha^{-1} + \beta)\right]$$
$$\pm \frac{1}{2} \sqrt{[\Omega_0(1 + \alpha\beta) - (1 + \alpha^{-1} + \beta)]^2 + 4(\Omega_0 - 1)(\alpha^{-1} + \beta)}. $$  
(84)

The associated eigenmode corresponds to pure expansion of the bump.

(ii) $\psi(a, \phi) = \psi(a) < 0$: In this case, equation (77) becomes

$$(\lambda + 1)\psi(a) = \frac{a\gamma\psi(a)}{1 + \alpha\beta} \int_0^{2\pi} w \left(2a\sin \frac{\phi - \phi'}{2}\right) d\phi',$$  
(85)

where we have used the facts that $A_+ \text{ is empty, } A_- = [0, 2\pi)$, and $\psi(a, \phi)$ is constant in $\phi$. Therefore, the right-hand side of equation (85) is independent of $\phi$ and $\lambda = \lambda_0$ with

$$\lambda_0 = \Omega_0 - 1.$$  
(86)

The associated eigenmode corresponds to pure contraction of the bump.

(iii) $\psi(a, \phi)$ radially non-symmetric: In this final case for $\beta > 0$, the characteristic equations (77) involves integrals over subdomains of $[0, 2\pi)$, and is no longer a standard Fredholm integral equation. Hence, as we have already indicated, eigenmodes will be more complicated than the pure Fourier modes $e^{i\alpha\phi}$ found in previous studies of bump instabilities in two-dimensions [17, 20, 21, 34]. This is due to the faster growth of the lobes of the perturbation $\psi(a, \phi)$ that are superthreshold versus those that are subthreshold. We leave the explicit analysis of general solutions of equation (77) to future work.

We illustrate the stability properties of two-dimensional bumps with respect to radially symmetric perturbations by plotting the spectrum of expansions and contractions in the case of the Mexican hat weight function (60), see Figure 12. We
consider the upper branches of the existence curves shown in Figure 10, since these are stable in the limit $\beta \to 0$. As in the one-dimensional case, the expansion mode dominates over contraction, due to more resources existing outside of the bump. As $\beta$ increases, the two roots of the characteristic equation (84) meet and they become complex, violating our ansatz. When the eigenvalues become real again, they are both greater than zero, implying the bump will certainly be unstable. Contraction perturbations are always stable. By analogy with one-dimensional bumps, we expect that bump instabilities in two dimensions are dominated by higher-order perturbations of the bump boundary that include shifts, see Figure 11.

5. Discussion. In this paper, we analyzed the existence and stability of stationary bumps in a one-dimensional piecewise smooth neural field model with synaptic depression. We showed that the local stability of a bump is determined by the spectrum of a piecewise linear operator that keeps track of the sign of perturbations of the bump boundary. For concreteness, we considered a Mexican hat weight function such that for sufficiently weak synaptic depression ($\beta \to 0$), a stable bump exists. As $\beta$ is increased, the bump becomes unstable with respect to perturbations that shift the boundary of the bump, leading to the formation of a traveling pulse. We found two important consequences of the piecewise smooth nature of the dynamics. First, the shift perturbation is a mixture of a pure shift and an expansion, leading to an initial increase in the width of the bump prior to propagation as a traveling pulse. Second, there is an asymmetry between expansion and contraction modes due to more synaptic resources existing outside of the bump. In the final part of the paper, we extended our analysis to the case of radially symmetric two-dimensional bumps and showed how the piecewise smooth dynamics leads to a mixing of Fourier modes associated with perturbations of the circular bump boundary.

In future work, we will explore further consequences of piecewise smooth dynamics in neural field theories. For the particular examples considered in this paper,
the dominant instabilities were associated with real rather than complex eigenvalues, which greatly simplified the analysis. However, there are well known scenarios in neural field models with linear adaptation, where Hopf bifurcations can occur leading to spatially structured oscillations such as breathers and target patterns [8, 20, 21, 24, 25]. It would be interesting to explore generalized Hopf bifurcations in neural field models with nonlinear forms of adaptation such as synaptic depression, along the lines of recent studies of nonsmooth dynamical systems [36, 37]. It is likely that similar issues to those highlighted in this paper will also apply to another class of piecewise smooth neural field model, which includes the effects of nonlinear threshold dynamics [38]. Finally, just as depression is a viable local negative feedback mechanism, facilitation can be used in the same way if it specifically amplifies inhibitory synapses [32, 26]. Thus another extension is to consider a two population model, in which depression acts on excitatory synapses, while facilitation acts on inhibitory synapses. Such a model is suggested by experimental studies of short term synaptic plasticity [39].
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