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Abstract. We analyze a master equation formulation of stochastic neurodynamics for a network of synaptically coupled homogeneous neuronal populations each consisting of \( N \) identical neurons. The state of the network is specified by the fraction of active or spiking neurons in each population, and transition rates are chosen so that in the thermodynamic or deterministic limit (\( N \to \infty \)) we recover standard activity–based or voltage–based rate models. We derive the lowest order corrections to these rate equations for large but finite \( N \) using two different approximation schemes, one based on the Van Kampen system-size expansion and the other based on path integral methods. Both methods yield the same series expansion of the moment equations, which at \( O(1/N) \) can be truncated to form a closed system of equations for the first and second order moments. Taking a continuum limit of the moment equations whilst keeping the system size \( N \) fixed generates a system of integrodifferential equations for the mean and covariance of the corresponding stochastic neural field model. We also show how the path integral approach can be used to study large deviation or rare event statistics underlying escape from the basin of attraction of a stable fixed point of the mean–field dynamics; such an analysis is not possible using the system-size expansion since the latter cannot accurately determine exponentially small transitions.

1. Introduction. Continuum models of neural tissue have been very popular in analyzing the spatiotemporal dynamics of large–scale cortical activity (reviewed in [24, 35, 7, 16]). Such models take the form of integrodifferential equations in which the integration kernel represents the spatial distribution of synaptic connections between different neural populations, and the macroscopic state variables represent population–averaged firing rates. Following seminal work in the 1970’s by Wilson-Cowan and Amari [72, 73, 2], many analytical and numerical results have been obtained regarding the existence and stability of spatially structured solutions to continuum neural field equations. These include EEG rhythms [55, 46, 67], geometric visual hallucinations [25, 26, 70, 8], stationary pulses or bumps [2, 62, 50, 51, 30], traveling fronts and pulses [27, 61, 6, 74, 17, 32], spatially localized oscillations or breathers [31, 33, 59] and spiral waves [44, 49, 71, 48].

One potential limitation of neural field models is that they only take into account mean firing rates and thus do not include any information about higher order statistics such as correlations between firing activity at different cortical locations. It is well known that the spike trains of individual cortical neurons \( \text{in vivo} \) tend to be very noisy, having interspike interval (ISI) distributions that are close to Poisson [68]. However, it is far less clear how noise at the single cell level translates into noise at the population level. A number of studies of fully or sparsely connected integrate–and–fire networks have shown that under certain conditions, even though individual neurons exhibit Poisson–like statistics, the neurons fire asynchronously so that the total population activity evolves according to a mean–field rate equation with a characteristic activation or gain function [1, 36, 3, 10, 9, 66]. Formally speaking, the asynchronous state only exists in the thermodynamic limit \( N \to \infty \) where \( N \) is the number of neurons in the population. Moreover, even if the asynchronous state exists it might not be stable. This has motivated a number of authors to analyze statistical correlations and finite–size effects in spiking networks [37, 54, 53, 69, 5]. A complementary approach has
been developed by Cai and collaborators based on a Boltzmann–like kinetic theory of integrate–and–fire networks [14, 65], which is itself a dimension reduction by moment closure of the so–called population–density method [56, 58]. The population density approach is a numerical scheme for tracking the probability density of a population of spiking neurons based on solutions of an underlying partial differential equation. In the case of simple neuron models, this can be considerably more efficient than classical Monte Carlo simulations that follow the states of each neuron in the network. On the other hand, as the complexity of the individual neuron model increases, the gain in efficiency of the population density method decreases, and this has motivated the development of moment closure schemes. However, as recently shown by Ly and Tranchina [52], considerable care must be taken when carrying out the dimension reduction, since it can lead to an ill–posed problem over a wide range of physiological parameters. That is, the truncated moment equations may not support a steady–state solution even though a steady–state probability density exists for the full system.

Although there has been some progress in analyzing the stochastic dynamics of fully–connected or sparsely connected networks, there has been relatively little work in developing stochastic versions of continuum neural field models. One notable exception is the so–called path integral approach of Buice and Cowan [12] (see also [13]). This can be viewed as a minimal extension of a deterministic neural field model, in which the dynamics is described by a master equation whose state transition rates are chosen such that the original model is recovered in the mean–field limit. The latter is obtained by setting all second and higher–order cumulants to zero. Adapting methods from nonequilibrium statistical physics previously applied to reaction–diffusion systems [19, 20, 60], Buice and Cowan [12] have shown how to construct a path integral representation of the associated moment generating functional. This path integral representation has two particularly useful features. First, diagrammatic perturbations methods (Feynman graphs) can be used to generate a truncated moment hierarchy, and thus determine corrections to mean–field theory involving coupling to two–point and higher–order cumulants [12, 13]. Second, renormalization group methods can be used to derive scaling laws for statistical correlations close to criticality, that is, close to a bifurcation point of the underlying deterministic neural field model [12].

In this paper we revisit the path integral approach of Buice and Cowan [12], in order to determine how it is related to a well known perturbative approach to analyzing master equations, namely, the Van Kampen system–size expansion [47]. We first briefly describe the construction of population–based rate models, which reduce to neural field equations in an appropriate continuum limit, and introduce the master equation formulation of stochastic neurodynamics due to Buice and Cowan [12] (see §2). However, we consider a rescaled version of the Buice and Cowan [12] master equation in which population activity is taken to be the fraction rather than mean number of active neurons in each population. This allows us to treat the size $N$ of each population as a system–size parameter and, hence, to carry out an expansion of the master equation under the assumption that fluctuations about the mean–field solutions are $O(N^{-1/2})$ (see §3). The associated moment equations can then be expressed as series expansions in powers of $N^{-1}$ such that the coupling between the $n$th moment and $(n + p)$th moment is $O(N^{-p})$. This provides a systematic procedure for truncating the moment hierarchy provided that the underlying mean–field system is not operating close to criticality. Taking an appropriate continuum limit that preserves the system–size expansion, we calculate the lowest order corrections to mean–field theory, which yields a pair of coupled integrodifferential equations de-
scribing the dynamics of the mean and covariance of population activity. We then show how these equations can also be derived by carrying out a $1/N$ loop expansion of the path integral representation of the master equation based on steepest descents or the saddle–point method (see §4). A similar path integral expansion was previously carried out by Buice and Cowan [12] and Buice et al. [13], except that for their choice of scaling there does not exist a natural system–size or loop parameter $N$. Hence, it is necessary to consider different moment closure conditions and this leads to different corrections to mean–field theory. [Note that the use of path integrals to carry out an effective system–size expansion has also been developed within the context of the Kuramoto model of coupled phase oscillators [39, 40]]. We conclude the paper by showing that for our choice of scaling, the path integral representation of the master equation can be used to investigate large deviations or rare event statistics underlying escape from the basin of attraction of a stable fixed point of the mean–field dynamics (see §5), following along similar lines to previous work on large deviations in reaction diffusion systems [38, 21, 22, 29]. Such an analysis is not possible using the standard Van Kampen system-size expansion, since the latter cannot accurately determine exponentially small transitions. Finally, note that in this paper we consider the basic analytical formalism of the master equation approach to stochastic neurodynamics. Elsewhere we will present a numerical study based on direct Monte Carlo simulations that track the state of each neuron in a population, comparing the different choices of scaling for the master equation and characterizing the resulting statistical behavior as a function of the system size and network topology.

2. Master equation for neural field models. In this section we outline the construction of rate-based models of interacting neural populations, which in the continuum limit are described by neural field equations. Such equations can be voltage–based or activity-based [63, 24, 35]. We then show how a stochastic version of the neural field equations can be introduced using a rescaled version of the master equation formulation of Buice and Cowan [12].

2.1. Population-based rate models. Suppose that there exist $M$ homogeneous populations each consisting of $N$ neurons labeled by $p \in I_i$, $i = 1, \ldots, M$ and $|I_i| = N$. Assume that all neurons of a given population are equivalent in the sense that the interaction between neuron $p \in I_i$ and neuron $q \in I_j$ only depends on $i$ and $j$. Each neuron $p$ in population $i$ receives input from all neurons $q$ in population $j$ with strength $w_{ij} = W_{ij}/N$ such that $W_{ij}$ is independent of $N$. The total synaptic current to neuron $p \in I_i$ from the various populations is then taken to be of the form

$$a_i(t) = \sum_{j=1}^{M} W_{ij} \int_{0}^{\infty} \epsilon(\tau) \nu_j^{(N)}(t-\tau) d\tau, \quad (2.1)$$

where the kernel $\epsilon$ is the postsynaptic response to a single action potential or spike and $\nu_j^{(N)}(t)$ is the population activity

$$\nu_j^{(N)}(t) = \frac{1}{N} \sum_{q \in I_j} \sum_{m \in \mathbb{Z}} \delta(t - T_q^m). \quad (2.2)$$

The double sum runs over all firing times $T_q^m$ of all neurons in the population. Let us now take the thermodynamic limit $N \to \infty$ with $\nu_j(t) = \lim_{N \to \infty} \nu_j^{(N)}$. The macroscopic variable $\nu_j(t) \delta t$ represents the total activity of the $j$th population, that
is, the fraction of neurons firing in the interval \([t, t+\delta t]\). We can then define an asynchronous state as one with constant activity \(\nu_j(t) = \nu_j^*\) for all \(j = 1, \ldots, M\) [1, 36, 10, 9, 66]. It follows that the total synaptic current is also time-independent, \(a_i(t) = a_i^*\), with

\[
a_i^* = \sum_j W_{ij} \nu_j^*. \tag{2.3}
\]

We have assumed that \(\epsilon\) is normalized according to \(\int_0^\infty \epsilon(\tau) d\tau = 1\). Suppose that each homogeneous population’s steady-state activity is related to the synaptic input according to some effective gain function which we denote by \(f\), \(\nu_j^* = f(a_j^*)\) [1, 36, 10, 9]. Substitution into equation (2.3) then yields the steady-state equation

\[
a_i^* = \sum_j W_{ij} f(a_j^*). \tag{2.4}
\]

We shall assume throughout that \(f\) is a positive, monotonically increasing bounded function such as a sigmoid function.

The above analysis can be extended to the case of time-varying activities provided that each population remains in a state of incoherent firing so that the synaptic input is slowly varying in time. That is, under the approximation \(\nu_j(t) = f(a_j(t))\) we obtain the closed integral equation

\[
a_i(t) = \sum_j W_{ij} \int_0^\infty \epsilon(\tau) f(a_j(t-\tau)) d\tau. \tag{2.5}
\]

In the case of exponential synapses, \(\epsilon(\tau) = \alpha e^{-\alpha \tau}\) with \(\alpha^{-1} = \tau_m\) identified as a membrane or synaptic time constant, equation (2.5) reduces to the form

\[
\tau_m \frac{da_i}{dt} = -a_i(t) + \sum_j W_{ij} f(a_j(t)). \tag{2.6}
\]

The rate equation (2.6) is expressed in terms of the post-synaptic current \(a_i(t)\) and the sum over weights is outside the nonlinear gain function \(f\). Sometimes \(a_i(t)\) is identified with the postsynaptic potential rather than current, and equation (2.6) is referred to as a voltage-based rate model [15, 43, 24]. Note that the reduction breaks down when the population activity changes rapidly relative to \(\tau_m\) due to fast transients or the existence of a coherent state exhibiting collective oscillations, such as when the asynchronous state becomes unstable. An alternative version of the rate equation is obtained in cases where the postsynaptic response \(\epsilon\) is relatively fast compared to the response of population activity to changes in synaptic input. If we model the latter as a low-pass filter and make the approximation \(\epsilon(\tau) = \delta(\tau)\) then we obtain the so-called activity–based rate model [72, 73, 63]

\[
\tau_s \frac{d\nu_i}{dt} = -\nu_i(t) + f \left( \sum_j W_{ij} \nu_j(t) \right). \tag{2.7}
\]

2.2. Continuum limit. So far we have formulated the network dynamics in terms of a set of interacting homogeneous populations. This is motivated by the observation that neurons in cortex with similar response properties tend to be arranged
in vertical columns. A classical example is the columnar-like arrangement of neurons in primary visual cortex that prefer stimuli of similar orientation [45]. Neurons within a cortical column share many inputs and are tightly interconnected, so that it is reasonable to consider the mean activity $\nu(t)$ of the given neural population, rather than keeping track of the spiking of individual cells. At the next spatial scale beyond cortical columns one observes interactions between columns that have a distinctive spatial arrangement. Roughly speaking, intercolumnar interactions depend on the distance between the interacting columns. This motivates us to consider a spatially distributed network of neural populations. For concreteness, we consider a one-dimensional network, although the construction is easily extended to higher spatial dimensions.

Suppose that there is a uniform density $\rho$ of neural populations (columns) distributed along the $x$-axis. We partition the $x$-axis into discrete intervals of length $\Delta x$ within which there are $\rho \Delta x$ populations. Let us denote the set of populations in the interval $[m \Delta x, (m + 1) \Delta x)$ by $\mathcal{N}(m \Delta x)$. As a further approximation, suppose that the weights $W_{ij}$ are slowly varying on the length-scale $\Delta x$ so that we can write

$$W_{ij} = \omega(m \Delta x, n \Delta x)$$

for all $i \in \mathcal{N}(n \Delta x)$ and $j \in \mathcal{N}(n \Delta x)$. The sum over all populations $j$ in the rate equation (2.7) can now be decomposed as

$$\sum_j W_{ij} \nu_j = \sum_n \omega(m \Delta x, n \Delta x) \sum_{k \in \mathcal{N}(n \Delta x)} \nu_k.$$

Define the local spatially averaged activity variable $\nu(n \Delta x)$ according to

$$\nu(n \Delta x) = \frac{1}{\rho \Delta x} \sum_{k \in \mathcal{N}(n \Delta x)} \nu_k \quad (2.8)$$

where $\rho \Delta x$ is the number of populations in each set $\mathcal{N}(n \Delta x)$. Spatially averaging the rate equation (2.7) with respect to $i \in \mathcal{N}(n \Delta x)$ then gives

$$\tau_s \frac{d \nu(m \Delta x, t)}{dt} = -\nu(m \Delta x, t) + f \left( \rho \Delta x \sum_n \omega(m \Delta x, n \Delta x) \nu(n \Delta x, t) \right) \quad (2.9)$$

Finally, setting $x = m \Delta x, y = n \Delta x$ and taking the continuum limit $\Delta x \to 0$ we obtain the Wilson-Cowan equation

$$\tau_s \frac{\partial}{\partial t} \nu(x, t) = -\nu(x, t) + f \left( \rho \int \omega(x, y) \nu(y, t) dy \right) \quad (2.10)$$

Note that our choice of continuum limit involves grouping together local populations in an infinitesimal interval $\Delta x$ rather than distributing neurons within a local population across an interval $\Delta x$ [35].

A similar analysis can be applied to the voltage-based rate equation (2.6). In this
case we make the approximation
\[
\sum_j W_{ij} f_j = \sum_n \omega(m\Delta x, n\Delta x) \sum_{k \in \mathcal{N}(n\Delta x)} f(a_k) \approx \rho \Delta x \sum_n \omega(m\Delta x, n\Delta x) f(a(n\Delta x,t))
\]

Spatially averaging equation (2.6) with respect to \(i \in \mathcal{N}(m\Delta x)\) and taking the continuum limit gives
\[
\tau_m \frac{\partial}{\partial t} a(x,t) = -a(x,t) + \rho \int \omega(x,y) f(a(y,t)) dy.
\] (2.11)

Equations (2.10) and (2.11) are examples of neural field equations, which have been widely used to study large-scale spatio-temporal dynamics of cortical tissue [72, 73, 2, 25, 24, 8, 7, 16]. They can easily be extended to higher spatial dimensions as well as to separate populations of excitatory and inhibitory neurons.

2.3. Rate models as Markov processes. The construction of the rate models (2.6) and (2.7) relies on various forms of spatial and temporal averaging. In particular, each interacting population is assumed to be homogeneous and the thermodynamic limit is taken so that an asynchronous state of constant population activity can be defined. The resulting neural field equation is then deterministic even though the spike trains of individual neurons within each homogeneous population is stochastic [1, 36, 10, 9]. A more realistic network model would have a finite number of neurons in each population, would allow for heterogeneities within and between populations, and would incorporate various sources of intrinsic and extrinsic noise.

In this paper we follow Buice and Cowan [12] by considering a phenomenological master equation approach to incorporating noise into neural field models. However, in contrast to Buice and Cowan [12], we keep \(N\) finite rather than taking the thermodynamic limit \(N \to \infty\), and keep track of how various quantities such as the synaptic weights scale with \(N\). This will allow us to carry out a system-size expansion of the master equation along the lines of Van Kampen [47] (section 3). It also provides a natural small parameter, \(1/N\), that can be used to carry out a systematic loop expansion in the path integral approach developed previously by Buice and Cowan [12] (section 4). In order to illustrate the basic idea, let us write down a stochastic version of the rate equation (2.7). The first step is to reinterpret the population activity \(\nu_i^{(N)}(t)\). We now assume that neurons in each homogeneous population can be in one of two states, quiescent or active ie in the process of generating an action potential. Suppose that in the interval \([t, t + \Delta t]\) there are \(m_i(t)\) active neurons in the \(i\)th population. It follows that the activity of this population is given by
\[
\nu_i^{(N)}(t) = \frac{m_i(t)}{N\Delta t}.
\] (2.12)

We will take \(\Delta t\) to be equal to the width of an action potential (approximately 1msec) and fix time units such that \(\Delta t = 1\). The state or configuration of the network is now specified by the vector \(\mathbf{m}(t) = (m_1(t), m_2(t), \ldots, m_M(t))\), where each \(m_i(t)\) is
treated as a stochastic variable that evolves according to a one–step jump Markov process. The rates for the state transitions \( m_i \to m_i \pm 1 \) are then chosen so that in the thermodynamic limit \( N \to \infty \) one recovers the deterministic rate equation (2.7). Let \( P(n,t) = \text{Prob}[m(t) = n] \) denote the probability that the network of interacting populations has configuration \( n = (n_1, n_2, \ldots, n_M) \) at time \( t, t > 0 \), given some initial distribution \( P(n,0) \).\(^1\) The probability distribution evolves according to the master equation [12]

\[
\frac{dP(n,t)}{dt} = \alpha \sum_i \left[ (n_i + 1)P(n_i+1) - n_i P(n_i) \right] + Nf(W_{ii}(n_i - 1)/N + \sum_{j \neq i} W_{ij} n_j/N)P(n_i, t) - Nf(\sum_j W_{ij} n_j/N)P(n_i, t)
\]

for \( 0 \leq n_i \leq N \). Here \( n_{i \pm} \) denotes the configuration with \( n_i \) replaced by \( n_i \pm 1 \) and \( \alpha = 1/\tau_s \). Equation (2.14) is supplemented by the boundary conditions \( P(n,t) = 0 \) if \( n_i = N + 1 \) or \( n_i = -1 \) for some \( i \). The master equation preserves the normalization condition \( \sum_{i=1}^{M} \sum_{n=0}^{N} P(n,t) = 1 \) for all \( t \geq 0 \).

The one major difference between equation (2.13) and the corresponding master equation of Buice and Cowan [12] is the relationship between the activity variable \( \nu_i \) in the rate equation (2.7) and the mean \( \langle m_i(t) \rangle = \sum_n P(n,t) n_i \). Buice and Cowan make the identification \( \nu_i = \langle m_i \rangle \) and allow \( m_i(t) \) to be unbounded, that is, they first take the thermodynamic limit \( N \to \infty \) with \( Nf \) replaced by \( f \). The rate equation (2.7) is then recovered by taking a mean–field limit in which all second and higher-order correlations are set to zero. This particular choice of scaling effectively assumes that the firing patterns of the neurons within a local population are approximately independent for large \( N \) and the law of large numbers holds. From a mathematical perspective, there is a major difference between dealing with finite \( N \) and taking the thermodynamic limit \textit{ab initio}. In the former case, the master equation describes a jump process on a large but finite–dimensional state–space consisting of \( N^M \) states. Assuming that the weight matrix \( W \) is irreducible, it follows that the corresponding transition matrix of the master equation (2.13) is also irreducible and, hence, there exists a unique stationary solution [47]. However, the presence of the nonlinear gain function \( f \) means that it is not possible to obtain exact solutions of the master equation so that some approximation scheme is required. In this paper, we will consider two such approximation schemes, one based on the Van Kampen system–size

\[^1\]In probability theory it is conventional to distinguish between a random variable and the particular value it takes by writing the former as upper case and the latter as lower case. In this paper we use lower case for both. Thus \( \langle m(t) \rangle = n \) states that the expectation value of the random variable \( m(t) \) at time \( t \) is \( n \).
expansion (section 3) and the other based on path integrals and steepest descents (section 4). Both approaches assume that \( m_i(t) \) is unbounded, whilst treating \( N \) as a fixed parameter of the transition rates, and involve perturbation expansions in the small parameter \( N^{-1} \) about deterministic (mean–field) solutions. In general, these perturbative approximations will not generate the correct stationary behavior of the finite system in the limit \( t \to \infty \). However, they can still capture quasi–stationary (metastable) states in which the finite network spends a long but finite time.

Another important observation is that the construction of the master equation is non–unique. For example, any master equation of the form

\[
\frac{dP(n, t)}{dt} = \alpha \sum_i \left[ (n_i + 1)G_i(n_i + 1/N)P(n_i + 1, t) - n_i G_i(n_i/N)P(n_i, t) \right. \\
\left. + N(H_i(n_i - 1/N)P(n_i - 1, t) - H_i(n_i/N))P(n_i, t) \right],
\]

will reduce to the rate equation (2.7) in the large–\( N \) limit, provided that

\[
G_i(\nu) = 1 + \Gamma_i(\nu), \quad H_i(\nu) = f \left( \sum_j W_{ij}\nu_j \right) + \nu_i \Gamma_i(\nu).
\]

where \( \Gamma_i \) is an arbitrary positive function. This raises two issues. How do corrections to mean–field theory depend on \( \Gamma_i \)? Are there additional constraints that can determine \( \Gamma_i \)? We will attempt to address the first question in this paper. A master equation of the general form (2.14) can also be constructed for the voltage–based model given by equation (2.6). However, we first need to write down a rate equation for the activity \( \nu_i(t) \). This can be achieved by an application of the chain rule:

\[
\frac{d\nu_i}{dt} = f'(a_i) \frac{da_i}{dt}.
\]

Assuming that \( f \) is invertible such that \( a_i = g(\nu_i) \) and using equation (2.6), we find that

\[
\frac{d\nu_i}{dt} = \frac{\alpha}{g'(\nu_i)} \left[ -g(\nu_i) + \sum_j W_{ij}\nu_j \right],
\]

where we have used the relation \( f'(a) = 1/g'(\nu) \). We are assuming that \( g'(\nu) \neq 0 \) for all \( \nu \). By analogy with the previous case, the master equation (2.14) reduces to the above rate equation in the thermodynamic limit provided that

\[
G_i(\nu) = \frac{g(\nu_i)}{\nu_i g'(\nu_i)} + \Gamma_i(\nu), \quad H_i(\nu) = \frac{1}{g'(\nu_i)} \sum_j W_{ij}\nu_j + \nu_i \Gamma_i(\nu).
\]

In this case, \( \Gamma_i \) should be chosen such that both \( G_i \) and \( H_i \) are positive transition rates. That is, in general the weight matrix \( W_{ij} \) includes both excitatory (positive) and inhibitory (negative) synapses. One possibility is to choose \( \Gamma_i \) such that all inhibitory inputs contribute to the transition rate \( G_i \).

In this paper we will develop both the Van Kampen system–size expansion and the path integral approach for the general master equation (2.14). Our results can then be applied to activity–based and voltage–based neural field models using equations (2.15) and (2.18), respectively, and taking the appropriate continuum limit. However, we will illustrate our results using the simpler activity–based model in order to compare directly with Buice and Cowan [12].
3. System-size expansion. In this section we carry out a system-size expansion of the general master equation (2.14), following the method originally developed by Van Kampen [47] in the context of chemical reactions and birth-death processes. For simplicity, we will assume that the initial state of the network is known so that $m_i(0) = \bar{\pi}_i$ with probability one:

$$P(n,0) = \prod_i \delta_{n_i,\bar{\pi}_i}. \quad (3.1)$$

Note that a system-size expansion for a single homogeneous network was previously carried out by Ohira and Cowan [57]. Let us rewrite equation (2.14) in the more compact form

$$\frac{dP(n,t)}{dt} = \alpha \sum_i \left[ (E_i - 1) [n_i G_i(n/N) P(n,t)] + N \left( E_i^{-1} - 1 \right) [H_i(n/N) P(n,t)] \right]. \quad (3.2)$$

where $E_i$ is a translation operator: $E_i^{-1} F(n) = F(n + \sqrt{N})$ for any function $F$. Perform the change of variables

$$(n_i, t) \rightarrow (N \pi_i(t) + \sqrt{N} \xi_i, t) \quad (3.3)$$

where $\pi_i(t)$ is some time–dependent function to be determined below, and set

$$\Pi(\xi, t) = P(N \pi(t) + \sqrt{N} \xi, t). \quad (3.4)$$

Note that since $n_i$ is integer–valued, $\xi_i$ is also a discrete variable but takes on values separated by integer multiples of $1/\sqrt{N}$. Thus, in the large–$N$ limit we can treat $\xi_i$ as continuous–valued. Differentiation with respect to time gives

$$\frac{\partial P(n,t)}{\partial t} = \frac{\partial \Pi(\xi, t)}{\partial t} + \sum_{j=1}^{M} \frac{\partial \xi_j}{\partial t} \frac{\partial \Pi(\xi, t)}{\partial \xi_j}$$

$$= \frac{\partial \Pi(\xi, t)}{\partial t} - \sqrt{N} \sum_{j=1}^{M} \frac{\partial \xi_j}{\partial t} \frac{\partial \Pi(\xi, t)}{\partial \xi_j}, \quad (3.5)$$

where we have used the fact that the variable $n_i$ is kept fixed when taking the partial derivative with respect to $t$. The next step is to set $n_i/N = \pi_i(t) + \xi_i$ in the coefficients of the master equation (3.2) and to Taylor expand with respect to $\xi_i/\sqrt{N}$. For example, denoting by $\mathbf{1}_i$ the vector with components $[1_i]_j = \delta_{i,j}$ we have

$$E_i^{-1} [H_i(n/N) P(n,t)] = H_i \left( \pi(t) + N^{-1/2} (\xi - N^{-1/2} \mathbf{1}_i) \right) \Pi(\xi - N^{-1/2} \mathbf{1}_i, t) \quad (3.6)$$

$$= \left( H_i(\pi(t)) - N^{-1/2} \sum_j \frac{\partial H_i(\pi(t))}{\partial \phi_j} (\xi_j - N^{-1/2} \delta_{i,j}) + \ldots \right) \right.$$

$$\times \left( \Pi(\xi, t) - N^{-1/2} \frac{\partial \Pi(\xi, t)}{\partial \xi_i} + \frac{N^{-1} \partial^2 \Pi(\xi, t)}{2 \partial^2 \xi_i} + \ldots \right).$$

The final result is a Taylor expansion of the master equation in powers of $N^{-1/2}$. Identifying the leading order $N^{-1/2}$ terms gives

$$\sum_i \frac{d\pi_i(t)}{dt} \frac{\partial \Pi(\xi, t)}{\partial \xi_i} = \alpha \sum_{i=1}^{M} \left[ -\pi_i(t) G_i(\pi(t)) + H_i(\pi(t)) \right] \frac{\partial \Pi(\xi, t)}{\partial \xi_i}. \quad (3.7)$$
These terms cancel provided that we take \( \nu(t) \) to be a solution of the rate equation

\[
\tau_s \frac{d\nu_i(t)}{dt} = F_i(\nu(t)) \equiv -\nu_i(t)G_i(\nu(t)) + H_i(\nu(t)). \tag{3.8}
\]

Note that substitution of equation (2.15) or (2.18) into equation (3.8) recovers the corresponding rate equation (2.7) or (2.6). Assuming that \( \nu(t) \) satisfies equation (3.8), the master equation expansion to order \( N^{-1/2} \) is then

\[
\tau_s \frac{\partial \Pi(\xi, t)}{\partial t} = -\sum_i \frac{\partial}{\partial \xi_i} \left[ F_i^{(1)}(\xi, \nu) \Pi(\xi, t) \right] + \frac{1}{2} \sum_i \frac{\partial^2}{\partial \xi_i^2} \left[ F_i^{(2)}(\xi, \nu) \Pi(\xi, t) \right] - \frac{N^{-1/2}}{6} \sum_i \frac{\partial^3}{\partial \xi_i^3} [F_i(\nu) \Pi(\xi, t)] + \mathcal{O}(N^{-1}), \tag{3.9}
\]

where

\[
F_i^{(1)}(\xi, \nu) = \sum_k A_{ik}(\nu) \xi_k + \frac{N^{-1/2}}{2} \sum_{k,l} A_{ikl}(\nu) \xi_k \xi_l + \mathcal{O}(N^{-1}), \tag{3.10}
\]

\[
F_i^{(2)}(\xi, \nu) = B_i(\nu) + \frac{N^{-1/2}}{2} \sum_k B_{ik}(\nu) \xi_k + \mathcal{O}(N^{-1}) \tag{3.11}
\]

and

\[
A_{ik}(\nu) = \frac{\partial F_i(\nu)}{\partial \nu_k}, \quad A_{ikl}(\nu) = \frac{\partial^2 F_i(\nu)}{\partial \nu_k \partial \nu_l}, \tag{3.12}
\]

\[
B_i(\nu) = \nu_i G_i(\nu) + H_i(\nu), \quad B_{ik}(\nu) = \frac{\partial B_i(\nu)}{\partial \nu_k}. \tag{3.13}
\]

### 3.1. Linear noise approximation

Keeping only the \( \mathcal{O}(1) \) terms in equation (3.9) leads to the linear Fokker-Planck equation [47]

\[
\tau_s \frac{\partial \Pi(\xi, t)}{\partial t} = \sum_{i,k} A_{ik}(\nu) \frac{\partial}{\partial \xi_i} [\xi_k \Pi(\xi, t)] + \frac{1}{2} \sum_i B_i(\nu) \frac{\partial^2}{\partial \xi_i^2} \Pi(\xi, t), \tag{3.14}
\]

with \( \nu(t) \) evolving according to equation (3.8). Suppose, for the moment, that we treat \( \Pi(\xi, t) \) as a probability density on \( \mathbb{R}^M \) such that

\[
\prod_{i=1}^M \int_{-\infty}^{\infty} d\xi_i \Pi(\xi, t) = 1
\]

In order to represent \( \Pi(\xi, t) \) as a probability density in the large-\( N \) limit, we have to introduce a scale factor in equation (3.4) of the form \( P = N^{-M/2} \Pi \) and make the approximation \( N^{-1/2} \sum \xi_i \approx \int d\xi_i \) for each \( i = 1, \ldots, M \). We are also assuming that there is a negligible probability of the stochastic process approaching the boundaries at \( m_i = 0, N \) so that we can take \( -\infty < \xi_i < \infty \). Under these simplifying assumptions, the linear noise approximation decomposes the discrete random variables \( m_i(t) \) into a deterministic component and a stochastic component such that

\[
N^{-1} m_i(t) = \nu_i(t) + N^{-1/2} \xi_i(t) \tag{3.15}
\]
with $\xi_i(t)$ approximated by a multivariate Gaussian process corresponding to solutions of the Fokker–Planck equation (3.14). In other words, we can represent the stochastic dynamics in terms of $O(N^{-1/2})$ fluctuations around a background deterministic trajectory, with the latter corresponding to a solution of the rate equation (3.8).

A Gaussian process is completely specified by its first and second order statistics. Let us define the mean

$$
\langle \xi_i(t) \rangle = \int \xi_i \Pi(\xi, t) d\xi = N^{-1/2} \langle m_i(t) \rangle
$$

(3.16)

and covariance

$$
C_{kl}(t) = \langle \xi_k(t) \xi_l(t) \rangle = N^{-1} \left[ \langle m_k(t)m_l(t) \rangle - \langle m_k(t) \rangle \langle m_l(t) \rangle \right].
$$

(3.17)

Taking moments of the Fokker–Planck equation (3.14) it can be shown that (see also §3.2)

$$
\tau_s \frac{\partial \langle \xi_p \rangle}{\partial t} = \sum_k \frac{\partial F_i(\nu)}{\partial \nu_k} \langle \xi_k \rangle
$$

(3.18)

and

$$
\frac{dC}{dt} = A(\nu)C + CA(\nu)^T + B(\nu)
$$

(3.19)

where the matrix components $A_{kl}$ are given by equation (3.12) and $B_{kl} = B_k \delta_{k,l}$ with $B_k$ given by equation (3.13). The deterministic initial conditions (3.1) imply that we can set $\langle \xi_i(0) \rangle = 0$. Equation (3.18) then implies that $\langle \xi(t) \rangle = 0$ for all $t > 0$ and, hence, $\langle m_i(t) \rangle = N\nu_i(t)$. Suppose that the rate equation (3.8) has a unique stable fixed point solution $\nu^*$. It follows that the Fokker–Planck equation has a stationary solution given by the multidimensional Gaussian

$$
\Pi(\xi) = \frac{1}{\sqrt{(2\pi)^M \det C}} \exp\left( -\sum_{k,l} \xi_k C_{kl} \xi_l \right)
$$

(3.20)

with the stationary covariance matrix satisfying the equation

$$
A(\nu^*)C + CA(\nu^*)^T + B(\nu^*) = 0.
$$

(3.21)

The correlation matrix of the stationary process, $\Xi_{ij}(t) = \langle \xi_i(t)\xi_j(s) \rangle$, is given by

$$
\Xi(t) = Ce^{A(\nu^*)|t-s|}.
$$

(3.22)

Noting from equation (3.12) that the matrix $A(\nu^*)$ is the Jacobian of the fixed point $\nu^*$, it follows that $A(\nu^*)$ has negative definite eigenvalues and hence $\Xi(t) \to 0$ as $t \to \infty$. However, equation (3.30) implies that $C$ becomes singular as $\det A(\nu^*) \to 0$. This reflects the well–known result that the standard system–size expansion breaks down at critical points [47]. That is, fluctuations near the critical point are enhanced so that as the critical point is approached more and more terms in the system–size expansion are required to maintain a given accuracy. At the critical point itself, it is usually necessary to carry out the expansion in powers of $N^{-\mu}$ for some $\mu \neq 1/2$ [47]. One of the interesting aspects of the path-integral approach developed by Buice and
Cowan [12] is that renormalization group methods can be used to extract the power law behavior of statistical correlations in the vicinity of a critical point.

For a general weight matrix \( W_{ij} \) we expect the rate equations (2.6) and (2.7) to have multiple fixed points [43]. In this case, the system size expansion can still be used to analyze the effects of fluctuations well within the basin of attraction of a locally stable fixed point. However, there is now a small probability that there is a noise–induced transition to the basin of attraction of another fixed point or to an absorbing boundary. Since the probability of such a transition is usually of order \( e^{-N} \) except close to the boundary of the basin of attraction, such a contribution cannot be analyzed accurately by carrying out a perturbation expansion in \( N^{-1/2} \) and using standard Fokker–Planck methods [47]. These exponentially small transitions play a crucial role in allowing the network to approach the unique stationary state (if it exists) in the asymptotic limit \( t \to \infty \). In §5 we will show how the path integral representation of the master equation presented in §4 can be used to estimate the lifetime of the active metastable state, following recent work on the analysis of rare event statistics in reaction–diffusion systems [38, 21, 22, 29].

3.2. Moment equations. Returning to the more general Taylor expanded master equation (3.9), we can generate a hierarchy of moment equations by multiplying both sides with products of components of \( \xi \), integrating with respect to \( \xi \) and then performing successive integrations by parts. Our choice of scaling with respect to the system size \( N \) means that we can systematically truncate this moment hierarchy by specifying the order of \( N \). For simplicity, we will truncate at order \( N^{-1/2} \). (The accuracy of the truncation will depend on how close the system is to criticality, see §3.1). As in the \( \mathcal{O}(1) \) linear noise approximation, we treat \( \Pi(\xi, t) \) as a probability density with the appropriate normalization and ignore boundary effects.

In the case of the first moment,

\[
\tau_s \frac{\partial \langle \xi_i \rangle}{\partial t} = -\sum_j d\xi_i \frac{\partial}{\partial \xi_j} \left[ F^{(1)}_{ij}(\xi, \nu) \Pi(\xi, t) \right] = \int d\xi F^{(1)}_{ii}(\xi, \nu) \Pi(\xi, t).
\]  
(3.23)

Substituting for \( F^{(1)}_i \) using equations (3.10) and (3.12) then gives

\[
\tau_s \frac{\partial \langle \xi_i \rangle}{\partial t} = \sum_k A_{ik}(\nu) \langle \xi_k \rangle + \frac{N^{-1/2}}{2} \sum_{k,l} A_{ikl}(\nu) \langle \xi_k \xi_l \rangle + \mathcal{O}(N^{-1})
\]

\[
= \sum_k \frac{\partial F_i(\nu)}{\partial \nu_k} \langle \xi_k \rangle + \frac{N^{-1/2}}{2} \sum_{k,l} \frac{\partial^2 F_i(\nu)}{\partial \nu_k \partial \nu_l} \langle \xi_k \xi_l \rangle + \mathcal{O}(N^{-1}).
\]  
(3.24)

Similarly, the second moment equation is

\[
\tau_s \frac{\partial \langle \xi_i \xi_j \rangle}{\partial t} = -\sum_k d\xi_i \xi_j \frac{\partial}{\partial \xi_k} \left[ F^{(1)}_{k} (\xi, \nu) \Pi(\xi, t) \right] + \frac{1}{2} \sum_k d\xi_i \xi_j \frac{\partial^2}{\partial \xi_k^2} \left[ F^{(2)}_{k} (\xi, \nu) \Pi(\xi, t) \right]
\]

\[
= \int d\xi \left[ \xi_j F^{(1)}_i (\xi, \nu) + \xi_i F^{(1)}_j (\xi, \nu) \right] \Pi(\xi, t) + \delta_{i,j} \int d\xi F^{(2)}_i (\xi, \nu) \Pi(\xi, t).
\]  
(3.25)
Substituting for $F_i^{(2)}$ using equation (3.11) then gives
\[
\tau_s \frac{\partial \langle \xi_i \xi_j \rangle}{\partial t} = \sum_k A_{ik}(\mathbf{v}) \langle \xi_k \xi_j \rangle + \sum_k A_{jk}(\mathbf{v}) \langle \xi_k \xi_i \rangle + B_i(\mathbf{v}) \delta_{i,j} + \frac{N^{-1/2}}{2} \sum_{k,l} [A_{i kl}(\mathbf{v}) \langle \xi_j \xi_k \xi_l \rangle + A_{j kl}(\mathbf{v}) \langle \xi_i \xi_k \xi_l \rangle] \\
+N^{-1/2} \delta_{i,j} \sum_k B_{ik}(\mathbf{v}) \langle \xi_k \rangle + \mathcal{O}(N^{-1}).
\]
\[\text{(3.26)}\]

At first sight it would appear that, since the second moments couple to third moments at $\mathcal{O}(N^{-1/2})$, we need to determine the equation for third (and possibly higher) moments by going to order $\mathcal{O}(N^{-1})$. Note, however, that the first moment already couples to the second moment at order $\mathcal{O}(N^{-1/2})$, see equation (3.24). Therefore, if we are only interested in the lowest order corrections to the rate equation (3.8) that couple the first and second moments together, we can drop the $\mathcal{O}(N^{-1/2})$ terms from the second moment equation. Thus,
\[
\tau_s \frac{\partial \langle \xi_i \xi_j \rangle}{\partial t} = B_i(\mathbf{v}) \delta_{i,j} + \sum_k A_{ik}(\mathbf{v}) \langle \xi_k \xi_j \rangle + \sum_k A_{jk}(\mathbf{v}) \langle \xi_k \xi_i \rangle + \mathcal{O}(N^{-1/2}) \\
= \left[ \tau_t G_i(\mathbf{v}) + H_i(\mathbf{v}) \right] \delta_{i,j} + \sum_k \left[ \frac{\partial F_i(\mathbf{v})}{\partial \nu_k} \langle \xi_k \xi_j \rangle + \frac{\partial F_j(\mathbf{v})}{\partial \nu_k} \langle \xi_i \xi_k \rangle \right] \\
+N^{-1/2}. \quad \text{(3.27)}
\]

The various coefficients in the moment equations (3.24) and (3.27) depend on the time–dependent solution $\mathbf{v}(t)$ of the deterministic rate equation (3.8). It is useful to combine equations (3.8) and (3.24) by setting
\[
\nu_t = \nu_t + N^{-1/2} \langle \xi_i \rangle \quad \text{(3.28)}
\]
such that
\[
\tau_s \frac{\partial \nu_t}{\partial t} = \tau_t \frac{\partial \nu_t}{\partial t} + N^{-1/2} \tau_s \frac{\partial \langle \xi_i \rangle}{\partial t} \\
= F_i(\mathbf{v}) + \frac{1}{2N} \sum_{k,l} \frac{\partial^2 F_i(\mathbf{v})}{\partial \nu_k \partial \nu_l} C_{kl} + \mathcal{O}(N^{-2}), \quad \text{(3.29)}
\]

where $C_{kl}$ is the covariance matrix (3.17). The corresponding initial conditions are $\nu_t(0) = \nu_t^{(0)}$ and $C_{kl}(0) = 0$ (deterministic initial conditions). The covariance matrix $C$ satisfies the same equation to lowest order as the second moments,
\[
\tau_s \frac{\partial C_{ij}}{\partial t} = [\nu_t G_i(\mathbf{v}) + H_i(\mathbf{v})] \delta_{i,j} + \sum_k \left[ \frac{\partial F_i(\mathbf{v})}{\partial \nu_k} C_{kj} + \frac{\partial F_j(\mathbf{v})}{\partial \nu_k} C_{ki} \right] \\
+N^{-1}, \quad \text{(3.30)}
\]

which recovers the $\mathcal{O}(1)$ result (3.19). Equations (3.29) and (3.30) generate the lowest order correction to the rate equation (3.8) that couples the mean activity to the covariance matrix. In the thermodynamic limit $N \to \infty$ this coupling vanishes and we recover the deterministic rate equation. An important observation is that the right–hand side of equation (3.30) depends on the sum $B_i(\mathbf{v}) = \nu_t G_i(\mathbf{v}) + H_i(\mathbf{v})$. It follows
from equations (2.18) and (2.15) that the covariance depends on the arbitrary function \( \Gamma_i(\nu) \); the latter cancels in the case of \( F_i(\nu) \). The resulting moment equations for the activity–based rate model (2.7) can be obtained by substituting equations (2.15) into equations (3.29) and (3.30):

\[
\tau_s \frac{\partial \nu_i}{\partial t} = -\nu_i + f(\sum_j W_{ij} \nu_j) + \frac{1}{2N} f''(\sum_j W_{ij} \nu_j) \sum_{k,l} W_{ik} W_{kl} C_{kl} + \mathcal{O}(N^{-2}),
\]

(3.31)

and

\[
\tau_s \frac{\partial C_{ij}}{\partial t} = \left[ \nu_i + f(\sum_p W_{ip} \nu_p) \right] \delta_{i,j} - 2C_{ij} + \sum_k \left[ f'(\sum_p W_{ip} \nu_p) W_{ik} C_{kj} + f'(\sum_p W_{jp} \nu_j) W_{jk} C_{ki} \right] + \mathcal{O}(N^{-1}),
\]

(3.32)

where we have set \( \Gamma_i = 0 \) for simplicity.

### 3.3. Continuum limit of moment equations.

Following section 2, we can obtain a continuum limit of the moment equations (3.31) and (3.32) of the activity–based model by considering a continuum of populations (cortical columns) and performing local spatial averaging. This preserves the system size \( N \) of each homogeneous population so that one can still apply the system–size expansion. Introducing the spatially averaged activity variable \( \nu(m \Delta x, t) \) according to equation (2.8), we spatially average equation (3.31) over an infinitesimal region to give (\( \Gamma_i \equiv 0 \))

\[
\tau_s \frac{\partial \nu(m \Delta x, t)}{\partial t} = -\nu(m \Delta x, t) + f(u(m \Delta x, t)) + \frac{N-1}{2} f''(u(m \Delta x, t)) \times [\rho \Delta x]^2 \sum_{k,l} \omega(m \Delta x, k \Delta x) \omega(m \Delta x, l \Delta x) C(k \Delta x, l \Delta x, t),
\]

where

\[
u(m \Delta x, t) = \rho \Delta x \sum_n \omega(m \Delta x, n \Delta x) \nu(n \Delta x, t)
\]

(3.33)

and

\[
C(k \Delta x, l \Delta x, t) = \frac{1}{[\rho \Delta x]^2} \sum_{i \in N(k \Delta x)} \sum_{j \in N(l \Delta x)} C_{ij}(t).
\]

(3.34)

Similarly, spatially averaging equation (3.32)

\[
\tau_s \frac{\partial C(k \Delta x, l \Delta x, t)}{\partial t} = [\nu(k \Delta x) + f(u(k \Delta x, t))] \delta_{k,l} - 2C(k \Delta x, l \Delta x, t) + f'(u(k \Delta x, t)) \rho \Delta x \sum_p \omega(k \Delta x, p \Delta x) C(p \Delta x, l \Delta x, t) + f'(u(l \Delta x, t)) \rho \Delta x \sum_p \omega(l \Delta x, p \Delta x) C(p \Delta x, k \Delta x, t)
\]
Finally, taking the continuum limit leads to the lowest order corrections to the Wilson-Cowan equations:

\[
\tau_s \frac{\partial \nu(x,t)}{\partial t} = -\nu(x,t) + f(u(x,t)) + \frac{1}{2N}f''(u(x,t)) \rho^2 \int \int \omega(x,y)\omega(x,y')C(y,y',t)dydy',
\]

and

\[
\tau_s \frac{\partial C(x,x',t)}{\partial t} = \left[ \nu(x) + f(u(x,t)) \right] \frac{\delta(x - x')}{\rho} - 2C(x,x',t) + f'(u(x,t)) \rho \int \omega(x,z)C(z,x',t)dz + f'(u(x',t)) \rho \int \omega(x',z)C(z,x,t)dz.
\]

Equations (3.35) and (3.36) provide the minimal extension of the Wilson-Cowan neural field equations that take into account the coupling between mean activity and the second-order cumulant. The extended neural field equations can be used to study how intrinsic noise due to the finite size of local populations affects spatially-structured solutions of neural field equations such as traveling pulses and fronts, spiral waves and bumps. However, as we discussed in §3.1, they are only valid provided that the network does not operate close to criticality. Moreover, they do not take into account large deviations (rare events) of the full stochastic dynamics, which can induce escape from the basin of attraction of a stable solution of the neural field equations (see §5). Equations (3.35) and (3.36) are almost identical to the corresponding neural field equations derived by Buice and Cowan [12], except that in our case the mean activity \( \nu(x) \) couples to the covariance \( C(x,x') \) rather than the so-called normal-ordered covariance \( \hat{C}(x,x') = C(x,x') - \rho \nu(x) \delta(x - x') \); the latter is obtained by taking the continuum limit of \( \hat{C}_{ij} = C_{ij} - \nu_0 \delta_{i,j} \). This difference reflects the different moment closure conditions used by these authors [13, 11] (see §4).

4. Path integrals and the 1/N expansion. In this section we show how the system-size expansion of the master equation (2.14) is equivalent to a 1/N (loop) expansion of a corresponding path integral representation of the master equation. The latter method was recently developed by Buice and Cowan [12] (see also [13]) as a modification of previous work on reaction–diffusion systems [19, 20, 60]. It should be noted that, as in the case of the Van Kampen system-size expansion, the path integral representation assumes that there is no upper bound on the number of active neurons \( m_i \) in each local population, whilst \( N \) is treated a fixed parameter of the transition rates. The technical details regarding the derivation of the path integral representation are presented in the appendix (see also [12]).

4.1. Path integral representation of the master equation. Let us first consider the representation of the joint probability density for the fields \( \Phi_i = \{ \Phi_i(s), 0 \leq s \leq t \} \), with \( \Phi_i = N\nu_i \) and \( \nu_i \) satisfying the deterministic rate equation (3.8). Assuming an initial condition \( \Phi_i(0) = \Phi_i^{(0)} \), the joint probability density can be written
formally as an infinite product of Dirac delta functions that enforce the solution of the rate equation at each point in time:

\[
P[\Phi] = \mathcal{N} \prod_{s \leq t} \prod_{i} \delta \left( \partial_{t}\Phi_{i} + \alpha \Phi_{i} G_{i}(\Phi/N) \right) - \alpha N H_{i}(\Phi/N) - \delta(t) \Phi_{i}^{(0)},
\]

(4.1)

where \( \mathcal{N} \) is a normalization factor. Introducing the standard Fourier representation of the Dirac delta function, we can rewrite this equation as

\[
P[\Phi] = \int \prod_{i} D\tilde{\Phi}_{i} e^{-S[\Phi, \tilde{\Phi}]},
\]

(4.2)

where we have absorbed the normalization factor into the integration measure

\[D\tilde{\Phi}_{i} \sim \prod_{s \leq t} d\tilde{\Phi}_{i}(s),\]

each \( \tilde{\Phi}_{i}(s) \) is integrated along the imaginary axis, and \( S \) is the so-called action

\[S[\Phi, \tilde{\Phi}] = \int dt \sum_{i} \tilde{\Phi}_{i}(t) \left[ \partial_{t}\Phi_{i} + \alpha \Phi_{i} G_{i}(\Psi/N) \right] - \alpha N \tilde{H}_{i}(\Psi/N) - \sum_{i} \tilde{\Phi}_{i}(0) \Phi_{i}^{(0)}.
\]

(4.3)

Following along similar lines to Buice and Cowan [12], it can be shown that when fluctuations described by the master equation (2.14) are taken into account, the probability density \( P[\Phi] \) is still given by equation (4.2) except that the action \( S \) now takes the form (see appendix)

\[S[\Phi, \tilde{\Phi}] = \int dt \sum_{i} \tilde{\Phi}_{i}(t) \left[ \partial_{t}\Phi_{i} + \alpha \tilde{G}_{i}(\Psi/N) \Phi_{i} - \alpha N \tilde{H}_{i}(\Psi/N) \right] - \sum_{i} \tilde{\Phi}_{i}(0) \Phi_{i}^{(0)},
\]

(4.3)

where \( \Psi_{j} = \tilde{\Phi}_{j} \tilde{\Phi}_{j} + \Phi_{j} \) and, for simplicity, the initial distribution is given by a product of independent Poisson processes with means \( \pi_{i} = \Phi_{i}^{(0)} \),

\[P(n, 0) = \left[ \pi_{i} \right]^{n_{i}} e^{-\pi_{i}} / n_{i}!.
\]

(4.4)

Note that the functions \( \tilde{G} \) and \( \tilde{H} \) are obtained from the functions \( G \) and \( H \) after “normal-ordering” the action. That is, after moving all fields \( \tilde{\Phi} \) to the right of all fields \( \Phi \) using repeated application of the commutation rule

\[\Phi_{i} \tilde{\Phi}_{j} = \tilde{\Phi}_{j} \Phi_{i} + \delta_{i,j}.
\]

(4.5)

Thus, if \( g(\Psi) = (\tilde{\Phi}_{i} + 1) \Phi_{i} (\tilde{\Phi}_{j} + 1) \Phi_{j} \) then

\[\tilde{g}(\Psi) = (\tilde{\Phi}_{i} + 1) (\tilde{\Phi}_{j} + 1) \Phi_{i} \Phi_{j} + (\tilde{\Phi}_{i} + 1) \Phi_{i} \delta_{i,j}.
\]

(Of course, \( \Phi_{i}(t) \) and \( \tilde{\Phi}_{i}(t) \) are just numbers rather than operators: the commutation rule is simply a prescription for how to construct the functions \( \tilde{G} \) and \( \tilde{H} \), see the appendix).
Given the probability distribution $P[\Phi]$, we can calculate mean–fields according to

$$\langle \langle \Phi_k(t_1) \rangle \rangle = \int \prod_i D\Phi_i \Phi_k(t_1) P[\Phi] = \int \prod_i D\Phi_i \int \prod_i D\Phi_i \Phi_k(t_1) e^{-S[\Phi,\hat{\Phi}]}.$$  \hspace{1cm} (4.6)

Similarly two–point correlations are given by

$$\langle \langle \Phi_k(t_1) \Phi_l(t_2) \rangle \rangle = \int \prod_i D\Phi_i \int \prod_i D\Phi_i \Phi_k(t_1) \Phi_l(t_2) e^{-S[\Phi,\hat{\Phi}]}.$$  \hspace{1cm} (4.7)

In terms of the statistics of the physical activity variables $m_i(t)$ one finds that

$$\langle m_k(t) \rangle \equiv \sum_n n_k P(n,t) = \langle \langle \Phi_k(t) \rangle \rangle,$$  \hspace{1cm} (4.8)

whereas the covariance is given by [12]

$$\langle m_k(t) m_l(t) \rangle - \langle m_k(t) \rangle \langle m_l(t) \rangle = \langle \langle \Phi_k(t) \Phi_l(t) \rangle \rangle - \langle \langle \Phi_k(t) \rangle \rangle \langle \langle \Phi_l(t) \rangle \rangle + \langle \langle \Phi_k(t) \rangle \rangle \delta_{k,l}.$$  \hspace{1cm} (4.9)

Another important characterization of the system is how the mean activity responds to small external inputs. Suppose that we add a small external source term $h_i(t)$ onto the right–hand side of the deterministic rate equation (3.8). Linearizing about the time–dependent solution of the unperturbed equation ($h \equiv 0$) leads to the following (non–autonomous) linear equation for the perturbed solution $u_i(t) = \Phi_i^0(t) - \Phi_i(t)$ where $\Phi_i(t) = N\nu_i(t)$:

$$\tau_s \frac{du_i}{dt} = \sum_k \frac{\partial F_i(\Phi/N)}{\partial \Phi_k} u_k(t) + Nh_i(t).$$  \hspace{1cm} (4.10)

Introducing the Green’s function or propagator $G_{ij}^0(t,t')$ according to the adjoint equation

$$-\tau_s \frac{dG_{ij}^0(t,t')}{dt'} = \sum_k \frac{\partial F_k(\Phi/N)}{\partial \Phi_j} G_{ik}^0(t,t') + \delta_{i,j} \delta(t-t'),$$  \hspace{1cm} (4.11)

we can express the linear response as

$$u_i(t) = N \int_t^\infty \sum_j G_{ij}^0(t,t') h_j(t') dt'.$$  \hspace{1cm} (4.12)

In other words, in terms of functional derivatives

$$\frac{\delta \Phi_i(t)}{N \delta h_j(t')} = G_{ij}^0(t,t').$$  \hspace{1cm} (4.13)

\footnote{We use double angular brackets to distinguish between expectation values of fields within the path integral formalism and expectation values of random variables with respect to some probability distribution.}
Now suppose that we add a source term in the path integral representation. This corresponds to adding a term \( \int \sum_i h_i(t) \Phi_i(t) dt \) to the action (4.3). It follows that the associated Green’s function for the full stochastic model is given by

\[
G_{ij}(t,t') \equiv \frac{\delta \langle \Phi_i(t) \rangle}{\delta h_j(t')} = \langle \Phi_i(t) \Phi_j(t') \rangle. \tag{4.14}
\]

The above analysis motivates the introduction of the generating functional

\[
Z[J, \bar{J}] = \int D\Phi_i D\bar{J}_i e^{\frac{-S[\Phi, \bar{\Phi}]}{\bar{\Phi}}} e^{\frac{-N S[\Phi, \bar{\Phi}]}{\bar{\Phi}}} \prod dt [\bar{\Phi}_i(t) J_i(t) + \bar{\Phi}_i(t) \phi_i(t)]. \tag{4.15}
\]

Various moments of physical interest can then be obtained by taking functional derivatives with respect to the “current sources” \( J, \bar{J} \). For example,

\[
\langle \langle \Phi_i(t) \rangle \rangle = \frac{\delta}{\delta J_i(t)} Z[J, \bar{J}] \bigg|_{J=\bar{J}=0} \tag{4.16}
\]

\[
\langle \langle \Phi_i(t) \Phi_j(t') \rangle \rangle = \frac{\delta}{\delta J_i(t)} \frac{\delta}{\delta J_j(t')} Z[J, \bar{J}] \bigg|_{J=\bar{J}=0} \tag{4.17}
\]

\[
\langle \langle \Phi_i(t) \bar{\Phi}_j(t') \rangle \rangle = \frac{\delta}{\delta \bar{J}_i(t)} \frac{\delta}{\delta \bar{J}_j(t')} Z[J, \bar{J}] \bigg|_{J=\bar{J}=0} \tag{4.18}
\]

### 4.2. Loop \((1/N)\) expansion.

Suppose that we perform the rescaling \( \Phi_i \rightarrow \phi_i = \Phi_i / N \) so that the generating functional can be rewritten as

\[
Z[J, \bar{J}] = \int D\phi_i D\bar{\phi}_i \prod dt e^{-N S[\phi, \bar{\phi}]} e^{N S[\phi, \bar{\phi}]} \prod dt [\bar{\phi}_i(t) J_i(t) + \bar{\Phi}_i(t) \phi_i(t)] \tag{4.19}
\]

with the action

\[
S[\phi, \bar{\phi}] = \int dt \left[ \sum_i \bar{\phi}_i \partial_t \phi_i + H(\bar{\phi}, \phi) \right] - \sum_i \bar{\phi}_i(0) \phi_i(0), \tag{4.20}
\]

where

\[
H(\bar{\phi}, \phi) = \alpha \sum_i \bar{\phi}_i \left[ \bar{G}_i(\psi) \phi_i - \bar{H}_i(\psi) \right] \tag{4.21}
\]

and \( \psi_i = \bar{\phi}_i \phi_i + \phi_i \). For convenience of notation we have set \( \Phi = \bar{\phi} \) and rescaled the current \( J \). Under this rescaling, the normal ordering of a function \( g \) is generated using the commutation rule

\[
\phi_i \bar{\phi}_j = \bar{\phi}_j \phi_i + N^{-1} \delta_{i,j}. \tag{4.22}
\]

Equations (3.17), (4.8) and (4.9) imply that

\[
\nu_k(t) \equiv N^{-1} \langle m_k(t) \rangle = \langle \langle \phi_k(t) \rangle \rangle, \tag{4.23}
\]

and

\[
N^{-1} C_{kl} = N^{-2} \langle (m_k(t) m_l(t)) - \langle m_k(t) \rangle \langle m_l(t) \rangle \rangle = \langle \langle \phi_k(t) \phi_l(t) \rangle \rangle - \langle \langle \phi_k(t) \rangle \rangle \langle \langle \phi_l(t) \rangle \rangle + N^{-1} \langle \langle \phi_k(t) \rangle \rangle \langle \langle \phi_l(t) \rangle \rangle \delta_{k,l}. \tag{4.24}
\]
Moreover, equation (4.14) can be rewritten as

$$N^{-1} G_{ij}(t,t') = \langle \langle \phi_i(t) \phi_j(t') \rangle \rangle. \quad (4.25)$$

The loop expansion of the path integral (4.19) is essentially a diagrammatic method for carrying out a $1/N$ expansion based on steepest descent or the saddle-point method. In the limit $N \to \infty$, the path integral is dominated by the “classical” solutions $a(t), \tilde{a}(t)$, which extremize the exponent of the generating functional:

$$\frac{\delta S[\phi, \phi]}{\delta \phi_i(t)} \bigg|_{\phi=\tilde{a}, \phi=a} = -\tilde{J}_i(t), \quad \frac{\delta S[\phi, \phi]}{\delta \phi_i(t)} \bigg|_{\phi=\tilde{a}, \phi=a} = -J_i(t). \quad (4.26)$$

In the case of zero currents $J = \bar{J} = 0$, these equations reduce to

$$\frac{\partial a_i}{\partial t} = -\frac{\partial \mathcal{H}(a, \tilde{a})}{\partial \tilde{a}_i}, \quad \frac{\partial \tilde{a}_i}{\partial t} = \frac{\partial \mathcal{H}(a, \tilde{a})}{\partial a_i}. \quad (4.27)$$

Equations (4.27) take the form of a Hamiltonian dynamical system in which $a_i$ is a “coordinate” variable, $\tilde{a}_i$ is its “conjugate momentum” and $\mathcal{H}$ is the Hamiltonian. It immediately follows from the form of $\mathcal{H}$, equation (4.21), that one type of classical solution is the mean-field classical solution $\tilde{a}_i(t) \equiv 0$ for all $i$, which implies that $a(t)$ satisfies the rate equation (3.8), since to lowest order we can ignore any normal ordering of $F_i$. Interestingly, there are also non-mean-field classical solutions, $\tilde{a}(t) \neq 0$, which play an important role in determining large deviations or rare event statistics [22], see §5. We now perform a perturbation expansion of the path integral (4.19) about the classical solution by setting

$$\phi = a + \varphi, \quad \tilde{\phi} = \tilde{a} + \tilde{\varphi}$$

and expanding to second order in $\varphi, \tilde{\varphi}$:

$$Z[J, \bar{J}] \approx e^{-NS[a, \tilde{a}]} e^N \int dt \prod_i \delta J_i(t) \prod_i \delta \tilde{J}_i(t) \int D\varphi_i \int D\tilde{\varphi}_i \exp \left[ -N \int dt dt' \sum_{i,r} \sum_{j,s} \varphi_i^r(t) \sum_{i,s} \tilde{\varphi}_i^s(t') \frac{\delta^2 S}{\delta \phi_i^r(t) \delta \phi_i^s(t')} \bigg|_{\phi=\tilde{a}, \phi=a} \right]. \quad (4.28)$$

We have introduced the extra index $r = 1, 2$ such that $\varphi_i^1 = \varphi_i, \varphi_i^2 = \tilde{\varphi}_i$. Evaluating the infinite-dimensional Gaussian integral gives

$$Z[J, \bar{J}] \approx e^{-NS[a, \tilde{a}]} e^N \int dt \prod_i \delta J_i(t) \prod_i \delta \tilde{J}_i(t) |D[a, \tilde{a}]|^{-1/2}. \quad (4.28)$$

where $D[a, \tilde{a}]$ is the matrix with components

$$D[a, \tilde{a}] = e^{D_{\varphi}[a, \tilde{a}]} e^{-D_{\tilde{\varphi}[a, \tilde{a}]}}, \quad \text{where} \quad D_{\varphi}[a, \tilde{a}] = \frac{\delta^2 S}{\delta \phi_i^r(t) \delta \phi_i^s(t')} \bigg|_{\phi=\tilde{a}, \phi=a}. \quad (4.29)$$

Using the following identity for a matrix $M$,

$$\text{Det} M = e^{\text{Tr} \log M}.$$
we obtain the $\mathcal{O}(N^{-1})$ approximation

$$Z[J, \tilde{J}] \approx e^{-NS_{\text{eff}}[a, \tilde{a}]} e^{N \int dt \sum_j [\tilde{a}_j(t) J_j(t) + J_j(t) \nu_j(t)]},$$

(4.30)

where

$$S_{\text{eff}}[a, \tilde{a}] = S[a, \tilde{a}] + \frac{1}{2} N^{-1} \text{Tr} \log [D[a, \tilde{a}]].$$

(4.31)

In order to use the above expansion to determine corrections to the dynamical mean field equation (3.8), it is first necessary to introduce a little more formalism. Given the mean fields $\nu_k = \langle \phi_k \rangle$ and $\tilde{\nu}_k = \langle \tilde{\phi}_k \rangle$, consider the Legendre transformation

$$\Gamma[\nu, \tilde{\nu}] = W[J, \tilde{J}] + \int dt \sum_j \left[ \tilde{\nu}_j(t) J_j(t) + J_j(t) \nu_j(t) \right],$$

(4.32)

where $W[J, \tilde{J}] = -N^{-1} \log Z[J, \tilde{J}]$ and $\Gamma$ is known as the effective action. Since

$$\nu_k(t) = -\frac{\delta W}{\delta J_k(t)}, \quad \tilde{\nu}_k(t) = -\frac{\delta W}{\delta \tilde{J}_k(t)},$$

(4.33)

it follows from functionally differentiating equation (4.32) that

$$J_k(t) = \frac{\delta \Gamma}{\delta \nu_k(t)}, \quad \tilde{J}_k(t) = \frac{\delta \Gamma}{\delta \tilde{\nu}_k(t)}.$$  

(4.34)

Dynamical equations for the physical mean fields $\nu_k(t)$ are then generated by setting $J = 0 = \tilde{J}$ in equations (4.34). Another useful result is obtained by functionally differentiating equations (4.33) with respect to the mean fields $\nu, \tilde{\nu}$:

$$\delta (t - t') \delta_{r,s} \delta_{k,l} = \frac{\delta \nu_k^r(t)}{\delta \nu_l^s(t')} = -\frac{\delta^2 W}{\delta J_k^r(t) \delta \nu_l^s(t')} = -\sum_{u=1,2} \sum_{p=1}^M \int \frac{\delta^2 W}{\delta J_k^r(t) \delta J_p^u(y)} \frac{\delta J_p^u(y)}{\delta \nu_l^s(t')} dy,$$

(4.35)

where $\nu_1^1 = \nu_1, \nu_2^1 = \tilde{\nu}_1$ etc. Differentiating equations (4.34) with respect to $J, \tilde{J}$ then shows that

$$\sum_{u=1,2} \sum_{p=1}^M \int \frac{\delta^2 W}{\delta J_k^r(t) \delta J_p^u(y)} \frac{\delta^2 \Gamma}{\delta \nu_l^s(t') \delta \nu_l^s(t')} dy = -\delta_{r,s} \delta_{k,l} \delta (t - t').$$

(4.36)

In other words, defining the infinite-dimensional matrix $\hat{D}[\nu, \tilde{\nu}]$ according to

$$\hat{D}[\nu, \tilde{\nu}]_{r,s}^{i,j}(t; t') = \frac{\delta^2 \Gamma}{\delta \nu_r^i(t) \delta \nu_s^j(t')},$$

(4.37)

we see that $\hat{D}[\nu, \tilde{\nu}]$ is the inverse of the two-point covariance matrix with components

$$-\frac{\delta^2 W}{\delta J_k^r(t) \delta J_j^s(t')} = N \left[ \langle \phi_k^r(t) \phi_j^s(t') \rangle - \langle \phi_k^r(t) \rangle \langle \phi_j^s(t') \rangle \right].$$

(4.38)
Returning to the expansion about the classical solution, we make the observation that the classical solution \((a, \bar{a})\) and mean-field solution \((\nu, \bar{\nu})\) differ by terms of \(\mathcal{O}(N^{-2})\) due to the fact that the classical solution is an extremum of the action \(S\). Hence, keeping only terms up to \(\mathcal{O}(N^{-1})\) we can equate the two solutions. It follows from equations (4.30) and (4.32) that \(\Gamma[\nu, \bar{\nu}] = S_{\text{eff}}[\nu, \bar{\nu}] + \mathcal{O}(N^{-2})\). Moreover, equations (4.29) and (4.37) imply that \(\hat{D}[\nu, \bar{\nu}] = D[\nu, \bar{\nu}] + \mathcal{O}(N^{-1})\), that is, we can take \(\hat{D}[\nu, \bar{\nu}]\) to be the inverse of the two-point covariance matrix. The first-order correction to the mean-field equation is then obtained from equation (4.34) after setting \(J = \bar{J} = \bar{\nu} = 0:\)

\[
0 = \frac{\delta \Gamma[\nu, \bar{\nu}]}{\delta \nu_i(t)} \bigg|_{\bar{\nu} = 0} = \frac{\delta S[\nu, \bar{\nu}]}{\delta \nu_i(t)} \bigg|_{\bar{\nu} = 0} + \frac{1}{2} N^{-1} \text{Tr} D[\nu, \bar{\nu}]^{-1} \frac{\delta D[\nu, \bar{\nu}]}{\delta \nu_i(t)} \bigg|_{\bar{\nu} = 0}. \tag{4.39}
\]

Functionally differentiating \(D[\nu, \bar{\nu}]\) with respect to \(\bar{\nu}_i(t)\) forces \([D[\nu, \bar{\nu}]^{-1}]_{s,t}^{i,i'}(i, t; j, t')\) to be evaluated at the equal times \(t = t'\). Since the only non-vanishing equal-time two-point correlation functions exist for \(r = s = 1\) [12, 13], it follows that

\[
N^{-1} \text{Tr} D[\nu, \bar{\nu}]^{-1} \frac{\delta D[\nu, \bar{\nu}]}{\delta \nu_i(t)} \bigg|_{\bar{\nu} = 0} = -\sum_{k,l} \left[ \langle \langle \phi_k(t) \phi_l(t) \rangle \rangle - \langle \langle \phi_k(t) \rangle \rangle \langle \langle \phi_l(t) \rangle \rangle \right] \frac{\partial^2 \tilde{F}_i(\nu)}{\partial \nu_k \partial \nu_l},
\]

where \(\tilde{F}_i(\nu) = -\tilde{G}_i(\nu) \nu_i + \tilde{H}_i(\nu)\). Adding this to the \(\mathcal{O}(1)\) rate equation (3.8) and using equation (4.24), we have

\[
\tau_s \frac{\partial \nu_i}{\partial t} = \tilde{F}_i(\nu) + \frac{1}{2N} \sum_{k,l} \frac{\partial^2 \tilde{F}_i(\nu)}{\partial \nu_k \partial \nu_l} \tilde{C}_{kl} + \mathcal{O}(N^{-2}), \tag{4.41}
\]

where

\[
\tilde{C}_{kl} = C_{kl} - \nu_k \delta_{k,l} = N^{-1} \left( \langle m_k m_l \rangle - \langle m_k \rangle \langle m_l \rangle - \langle m_k \rangle \delta_{k,l} \right) \tag{4.42}
\]

is the normal-ordered covariance [13]. Finally, using the fact that

\[
\tilde{F}_i(\nu) = F_i(\nu) + \frac{1}{2N} \sum_k \frac{\partial^2 F_i(\nu)}{\partial \nu_k^2} \nu_k + \mathcal{O}(N^{-2}),
\]

we have

\[
\tau_s \frac{\partial \nu_i}{\partial t} = F_i(\nu) + \frac{1}{2N} \sum_{k,l} \frac{\partial^2 F_i(\nu)}{\partial \nu_k \partial \nu_l} \tilde{C}_{kl} + \mathcal{O}(N^{-2}), \tag{4.43}
\]

which is identical to the first order moment equation (3.29) derived using the Van Kampen system-size expansion. It is also possible to derive a corresponding dynamical equation for \(C\) within the path integral framework [12, 13], and this is consistent with equation (3.30). We have thus established that the Van Kampen system-size expansion and the loop expansion of the corresponding path integral representation yield the same lowest order corrections to mean-field theory; we expect this agreement to hold to arbitrary orders in \(N^{-1}\).

A similar path integral loop expansion was previously carried out by Buice and Cowan [12] and Buice et al. [13] in the case of the activity-based rate model. However, these authors interpreted \(a_i\) as the mean number rather than the fraction of active
neurons in a local population and took the thermodynamic limit \( N \to \infty \) \textit{ab initio} with \( NH_i \to H_i \) in the action (4.3) and \( G_i, H_i \) given by equation (2.15). Under this particular choice of scaling there does not exist a natural small parameter \( N^{-1} \) with which to carry out a system–size or loop expansion. Nevertheless, one can still formally carry out the one loop expansion of the path integral to obtain equation (4.41) without the factor \( N^{-1} \). However, some other moment closure condition is now needed in order to justify truncating the loop expansion away from critical points. As shown by Buice et al. [13], such a truncation can be carried out provided that both the nonlinear gain function \( f \) and the cumulants are kept in normal–ordered form. Substituting equation (2.15) into equation (4.41) and taking the continuum limit then leads to the neural field equation (3.35), with \( f \) and \( C \) replaced by their normal–ordered forms and the factor \( N^{-1} \) removed. This form of moment closure assumes that the population activity is approximately Poissonian [13].

4.3. Continuum limit of the action. In the case of the activity–based model, it is possible to take the the continuum limit of the path integral prior to carrying out the loop expansion. Substituting for \( G_i \) and \( H_i \) using equation (2.15) and setting \( \Gamma_i = 0 \), the action (4.20) takes the particular form

\[
S[\phi, \phi] = \int dt \sum_i \phi_i \left[ \partial_t \phi_i + \alpha \phi_i - \alpha \hat{f} \left( \sum_j W_{ij} [\phi_j + \phi_j] \right) \right] \\
- \sum_i \phi_i(0) \phi_i^{(0)} ,
\]

(4.44)

where \( \hat{f} \) is the normal–ordered gain function. In order to determine the continuum limit of the above action, we perform spatial averaging along the lines of sections 2 and 3, that is, grouping populations together over an interval of length \( \Delta x \). Suppose that there is a uniform density \( \rho \) of neural populations distributed along the \( x \)-axis. As before, we partition the \( x \)-axis into discrete intervals of length \( \Delta x \) within which there are \( \rho \Delta x \) populations, and denote the set of populations in the interval \([n\Delta x, (n+1)\Delta x)\) by \( \mathcal{N}(n\Delta x) \). The action (4.44) can then be rewritten as

\[
S[\phi, \phi] = \int dt \rho \Delta x \sum_n \phi(n\Delta x, t) \left[ \partial_t \phi(n\Delta x, t) + \alpha \phi(n\Delta x, t) \\
- \alpha \hat{f} \left( \rho \Delta x \sum_m \omega(n\Delta x, m\Delta x) [\phi(m\Delta x, t) \phi(m\Delta x, t) + \phi(m\Delta x, t)] \right) \\
- \rho \Delta x \sum_n \phi(n\Delta x, 0) \phi^{(0)}(n\Delta x) .
\]

(4.45)

We have assumed that the auxiliary field \( \phi \) is a slowly varying function of space, which is consistent with the classical solution \( \phi(n\Delta x, t) = 0 \). If we now consider a generating functional that generates moments of the spatially averaged fields, we obtain the following continuum path integral in space and time:

\[
Z[J, \bar{J}] = \int D\hat{\phi} D\phi e^{-NS[\phi, \phi]} e^{\int dt dx \phi(x, t) J(x, t) + \bar{J}(x, t) \phi(x, t)}
\]

(4.46)
with
\[
S[\phi, \bar{\phi}] = \rho \int dt dx \bar{\phi}(x,t) \left[ \partial_t \phi(x,t) + \alpha \phi(x,t) 
- \bar{f} \left( \rho \int dx' x'(x',t) \bar{\phi}(x',t) \phi(x',t) + \phi(x',t) \right) \right] 
- \rho \int dx \bar{\phi}(x,0) \phi^{(0)}(x). \tag{4.47}
\]

Applying steepest descents to the continuum path integral generates the continuum moment equations (3.35) and (3.36), after expanding the normal ordered gain function \( f \) in powers of \( N^{-1} \).

5. Hamiltonian dynamics and rare event statistics. Although it is interesting from a mathematical perspective to establish the relationship between the loop expansion of the path integral and Van Kampen’s system–size expansion, one could argue that the latter approach is much simpler. This then raises an issue regarding the usefulness of the path integral formalism within the context of stochastic neural field theory. Buice and Cowan \cite{12} have already demonstrated one important application, namely, that renormalization group methods can be used to study power law behavior in the vicinity of critical points. Moreover, as we have clarified in this paper, the path integral approach provides alternative perturbation schemes in the absence of a natural system size parameter, for example, normal ordering the gain function and cumulants \cite{13}. In this section we illustrate a further application of path integral methods, namely, to the study of large deviations or rare event statistics. More specifically, Elgart and Kamenev \cite{22} have shown that in the case of reaction–diffusion systems, the Hamiltonian–like dynamical system obtained by extremizing the associated path integral action (cf. equation (4.27)) can be used to determine the most probable or optimal path that leads to escape from the basin of attraction of a stable fixed point of the mean–field dynamics. This provides an estimate of the lifetime of a metastable state. We will show how the same ideas can be used to analyze metastability in the activity–based neural master equation (2.13). For the sake of illustration we consider a single homogeneous population \((M = 1)\).

Let us begin by considering fixed point solutions of the activity–based rate equation (2.7) for a single population:
\[
\tau_s \frac{d\nu}{dt} = -\nu + f(W\nu). \tag{5.1}
\]

The fixed points and their stability can be determined graphically by plotting the intercepts of the function \( f(\nu) \) with the linear function \( \nu/W \). This is illustrated in Fig. 5.1(a) for \( f(\nu) = \tanh(\nu) \), \( \nu \geq 0 \). If \( W < 1 \) then there is a single stable fixed point at \( \nu = 0 \). The fixed point becomes critical at \( W = 1 \) such that for \( W > 1 \) it is unstable and there is an additional stable fixed point at \( \nu = \nu_c > 0 \). In Fig. 5.1(b) we show corresponding results for the gain function \( f(\nu) = e^{-r/(\nu-\kappa)^2} \Theta(\nu - \kappa) \), where \( \Theta \) is the Heaviside function, \( \kappa \) is a positive threshold and \( r^{-1} \) is a gain parameter. The exponential factor ensures that the function is continuously differentiable at \( \nu = \kappa \) for \( r > 0 \) \cite{51}; if \( r = 0 \) then we recover the standard Heaviside gain function. Note that this gain function is similar in form to the gain function derived from studies of asynchronous states in noisy spiking networks \cite{10, 9, 35, 66}. Now the zero fixed point is always stable for \( \kappa \geq 0 \), whereas an additional stable/unstable
pair of fixed points arise via a saddle–node bifurcation at the critical point $W = W_c$. Thus, the deterministic network is bistable when $W > W_c$. A similar scenario would occur on varying the threshold $\kappa$. How does the basic picture of mean–field theory change when fluctuations are taken into account? The linear noise approximation (see §3.1) suggests that, depending on initial conditions, the dynamics is characterized by Gaussian fluctuations about one of the stable fixed points. The mean and variance evolve according to the equations

$$\tau_s \frac{\partial \langle \xi \rangle}{\partial t} = -\langle \xi \rangle + f'(W\nu)W\langle \xi \rangle. \quad (5.2)$$

and

$$\tau_s \frac{dC}{dt} = \nu + f(W\nu) + 2[-1 + Wf'(W\nu)]C. \quad (5.3)$$

Criticality of a fixed point $\nu^*$ occurs when $W = W_c$ with $W_c^{-1} = f'(W_c\nu^*)$, see the dashed line in Fig. 5.1(b). One problem with the linear noise approximation away from critical points is that it does not take into account the fact that the number of active neurons $n = N\nu$ is bounded, $0 \leq n \leq N$. However, a more serious problem arises from the observation that if $f(0) = 0$ then the zero activity state $n = 0$ is an absorbing state of the corresponding master equation. This means that $P_n(t) \to \delta_{n,0}$ in the limit $t \to \infty$, that is, $\delta_{n,0}$ is a unique stationary probability distribution. It follows that the non-zero stable fixed point appearing in Figs. 5.1(a,b) is only metastable.

Let us now consider the generating functional (4.19) for a single population, which takes the form

$$Z[J, \tilde{J}] = \int D\phi \int D\tilde{\phi} e^{-NS[\phi, \tilde{\phi}]} e^{N \int dt \tilde{\phi}(t)J(t) + \tilde{J}(t)\phi(t)}, \quad (5.4)$$

where $S$ is the single population model version of the activity–based action (4.44):

$$S[\phi, \tilde{\phi}] = \int dt \left[ \tilde{\phi} \partial_t \phi + \mathcal{H}(\phi, \tilde{\phi}) \right] - \tilde{\phi}(0)\phi^{(0)}, \quad (5.5)$$

with

$$\mathcal{H}(\phi, \tilde{\phi}) = \alpha \tilde{\phi}\phi - \alpha \tilde{\phi}f(W[\phi\tilde{\phi} + \phi]). \quad (5.6)$$
Since we will be working to leading order in $N^{-1}$, we have dropped the normal ordering of the gain function $f$. It follows from the saddle point method that the path integral is dominated by the classical solution $φ = q, \tilde{φ} = p$, which is obtained by extremizing the action (5.5). [In contrast to §4, we write the classical solution as $(q,p)$ rather than $(a,\tilde{a})$ in order to emphasize the connection with Hamiltonian dynamics]. This leads to the Hamiltonian dynamical system

$$\frac{dq}{dt} = -\frac{\partial H}{\partial p} = -\alpha q + \alpha f(Wq(p+1)) + pqWf'(Wq(p+1)) \quad (5.7)$$

and

$$\tau_s \frac{dp}{dt} = \frac{\partial H}{\partial q} = \alpha p (1 - (p + 1)Wf'(Wq(p+1))). \quad (5.8)$$

Equations (5.7) and (5.8) have an integral of motion given by the conserved “energy”

$$E = H(q(t),p(t)) = \alpha p(t) [q(t) - f(Wq(t)(p(t) + 1))] \quad (5.9)$$

The fact that $H(q,0) = 0$ is a direct consequence of probability conservation, whereas the fact that $H(0,p) = 0$ for $f(0) = 0$ reflects the existence of an absorbing state. It follows from energy conservation that the action evaluated along a classical trajectory is given by

$$S[q,p] = E t + \int_0^t p \partial_\tau q d\tau - \frac{\hat{\bar{n}}}{\mathcal{K}} p(0), \quad (5.10)$$

The action is a functional of the classical solutions $p(\tau), q(\tau)$ with $0 \leq \tau \leq t$.

As shown by Elgart and Kamenev [22] in the case of reaction–diffusion systems, the plot of constant energy trajectories in the phase plane $(p,q)$ corresponding to solutions of the Hamiltonian equations (5.7) and (5.8) provides important insights into the dynamics underlying destabilization of a metastable state due to the presence of an absorbing state. This is illustrated in Fig. 5.2 for the gain function $f(q) = \tanh(q)$ (cf. Fig. 5.1(a)). The zero–energy trajectories are highlighted as thicker curves, since they play a crucial role in determining the long–term dynamics of the network. One zero–energy curve is the line $p = 0$ along which equation (5.7) reduces to the mean–field equation (3.8). It follows from equation (5.9) that the energy of the mean–field solution is zero and $S[q,0] = 0$. If the dynamics were restricted to the one–dimensional manifold $p = 0$ then the non–zero fixed point of the mean–field equation would be stable. However, it becomes a saddle point of the full dynamics in the $(p,q)$ plane, denoted by $Q_+$ in Fig. 5.2, reflecting the fact that it is metastable when fluctuations are taken into account. A second zero–energy curve is the absorbing line $q = 0$ which includes two additional hyperbolic fixed points denoted by $Q_-$ and $P$ in Fig. 5.2. $Q_-$ occurs at the intersection with the mean–field line $p = 0$ and corresponds to the unstable fixed point of the mean–field dynamics, whereas $P$ is associated with the effects of fluctuations. Moreover, there exists a third zero–energy curve, which includes a heteroclinic trajectory joining the mean–field fixed point at $t = -\infty$ to the fluctuational fixed point $P$ at $t = \infty$. This heteroclinic trajectory represents the optimal (most probable) path linking the metastable fixed point to the absorbing boundary. It follows from large deviation theory [34, 38, 21, 22] that the mean escape time $\tau$ from the metastable state is, with exponential accuracy, $\tau \sim e^{N S_0}$, where $S_0$ is the zero–energy action

$$S_0 = \int_{Q_+}^P pdq \quad (5.11)$$
with the integral evaluated along the heteroclinic trajectory from \( Q_+ \) to \( P \). A similar analysis can be applied to the metastable state shown in Fig. 5.1(b) for the gain function \( f(q) = e^{-r/(q-\kappa)}\Theta(q - \kappa) \). The corresponding phase portrait is shown in Fig. 5.3. Here there are three hyperbolic fixed points \( Q_\pm, Q_0 \) lying on the line \( p = 0 \), corresponding to the two stable and one unstable fixed points of the mean–field rate equation. In this case there is a non–mean–field heteroclinic connection \( Q_+Q_- \) that is the optimal path for escape from the basin of attraction of the active stable state. Evaluating the action along this path again determines the mean escape time. Note that a more explicit expression for the zero energy action (5.11) can be obtained by performing the canonical transformation

\[
\tilde{q} = (p + 1)q, \quad \tilde{p} = \log(p + 1).
\]

The zero energy curves are then given by solutions of the equation

\[
\tilde{q}(e^{-\tilde{p}} - 1) + f(W\tilde{q})(e^{\tilde{p}} - 1) = 0.
\]

In particular, the non–mean–field solution is

\[
\tilde{p} = \log \left[ \frac{\tilde{q}}{f(W\tilde{q})} \right]
\]

such that

\[
S_0 = \int_{Q_+}^{P} \log \left[ \frac{\tilde{q}}{f(W\tilde{q})} \right] d\tilde{q}
\]
Fig. 5.3. Phase portrait of constant energy trajectories for the Hamiltonian system given by equations (5.7) and (5.8) with $f(q) = e^{-r/(q-\kappa)^2}\Theta(q-\kappa)$, $r = 0.1$, $\kappa = 0.5$ and $W = 3$. Zero-energy trajectories are indicated by thick curves. The hyperbolic fixed points $Q_{\pm}$ correspond to stable equilibria of the mean-field dynamics, whereas $Q_0$ corresponds to an unstable equilibrium. The fixed point $Q_+$ is connected to $Q_0$ via a zero-energy heteroclinic connection, which represents the optimal path from the metastable state to the boundary of its basin of attraction.

In the case of a single neural population, it is possible to calculate the prefactor in the expression for the lifetime $\tau$ of a metastable state by carrying out an asymptotic expansion of the original master equation (2.13) based on a WKB approximation [41, 18, 28]. However, this asymptotic analysis becomes considerably more difficult in the case of multiple interacting populations or when parameters of the network become time-dependent. On the other hand, the above Hamiltonian formulation extends to these more complicated cases. Moreover, the topological structure of the phase portrait for the single population model could provide insights into the nature of phase transitions in corresponding continuum neural field models. This is suggested by recent work of Elgart and Kamenev [23], who developed a classification scheme of phase transitions in reaction-diffusion models based on the phase portraits of the corresponding reaction Hamiltonian. For example, the phase portrait shown in Fig. 5.2 would correspond to a phase transition belonging to the directed percolation (DP) universality class [42], whereas the one shown in Fig. 5.3 would correspond to a first-order phase transition [23]. Whether or not a similar classification scheme can be applied to nonlocal neural field models remains to be established. Interestingly, Buice and Cowan [12] have used path integral and renormalization group methods to show how the Wilson–Cowan continuum model can exhibit a dynamical phase transition which belongs to the DP universality class. Moreover, the existence of such a phase transition is consistent with scaling laws found in many measurements of cortical activity, both in vitro and in vivo [4, 64]. Our results suggest that the occurrence of a DP phase transition requires both fine tuning of the firing threshold and concavity of
the gain function close to the absorbing state (see Figs 5.1, 5.2 and 5.3). The necessity of fine tuning was also previously noted by Buice et al. [13].

6. Discussion. In this paper we have explored the connection between two approximation methods for analyzing a master equation formulation of stochastic neuron dynamics, one based on the Van Kampen system size expansion and the other on path integrals and steepest descents. Under the assumption that each local population fluctuates about an asynchronous state, we have shown how both methods generate an expansion of the moment equations in powers of $N^{-1}$, where $N$ is the size of each local population. Our analysis complements previous work on path integral methods in neural field theory [12, 13], which assumed that the mean–field represents the mean number rather than fraction of active neurons in a population. In the latter case, there does not exist an explicit small parameter to carry out a system-size expansion so that other constraints are needed in order to truncate the moment hierarchy. In particular, moment closure is achieved by assuming that the network population dynamics is Poisson–like and by expressing the moment equations in terms of normal–ordered gain functions and cumulants. Which version of stochastic neural field theory is more appropriate is likely to depend on the particular application and whether population activity is better described by a Poisson process or by Gaussian fluctuations about a mean–field. Moreover, as we highlighted in the paper, there is an ambiguity in how to construct the master equation, which directly affects the dynamical equations for second and higher order statistics. Such ambiguity reflects the phenomenological nature of the master equation and suggests that additional biophysical constraints are needed. In order to fully characterize the differences between the various models and how these depend on the system size $N$, it will be necessary to carry out direct Monte Carlo simulations of the corresponding master equations for a variety of network configurations. We will present the results of such simulations elsewhere.

Although the master equation formulation has a number of limitations, it still yields important insights into the general problem of stochastic neural field theory. First, it provides a framework for analyzing possible forms of coupling between mean activity and higher-order statistics, which is not captured by additive white noise processes. Hence, one obtains extensions to standard neural theory, which can be used to study the affects of noise on spatially organized phenomena such as traveling waves and bumps. Second, it demonstrates that even when fluctuations scale as $N^{-1/2}$, they can be significant in the vicinity of critical points of the underlying deterministic equations. Moreover, the path integral representation of the master equation provides a powerful framework for studying the dynamics close to critical points. For example, the renormalization group can be used to extract the power law behavior of correlations arising from dynamical phase transitions [12], and these can then be compared with experimental studies of spontaneous activity in vivo and in vitro [4, 64]. Finally, as we also showed in this paper, path integral methods can be used to study large deviations or rare event statistics, which determine the optimal path for escape from the basin of attraction of a stable fixed point of the underlying neural field equations away from criticality [21, 22, 29, 28]. These optimal paths are solutions to an effective Hamiltonian dynamical system, which might prove useful in classifying dynamical phase transitions in stochastic neural field models.

Although we have focused on one particular formulation of stochastic neurodynamics that is based on a phenomenological master equation, our analysis raises some issues that relate to other approaches. In particular, investigating corrections to mean field theory by carrying out a system-size expansion and truncating the mo-
moment hierarchy has been applied elsewhere to binary and integrate-and-fire networks [37, 54, 53, 69, 5]. However, as we have highlighted in this paper, any such moment closure method can at best only capture the quasi–steady–state behavior of a large network. That is, when there are multiple fixed points, the truncated moment equations fail to take into account exponentially small transitions between fixed points, which underly the asymptotically slow approach to the true steady state of the full probabilistic model (assuming that it exists). It would be interesting to explore the issue of rare event or large deviation statistics within the context of population density methods, where failure of moment closure even occurs in the absence of multiple fixed points [52].

Appendix. In this appendix we describe how to derive the path integral representation of the master equation (2.14), following along similar lines to Buice and Cowan [12] for the Wilson-Cowan equation and Doi-Peliti [19, 20, 60] for reaction–diffusion systems. This will make clear how the issue of normal ordering arises within the path integral framework, which plays a crucial role in differentiating between our choice of scaling and that used by Buice and Cowan [12] and Buice et al. [13]. The first step is to introduce creation–annihilation operators for each population according to the commutation rule

$$[\Phi_i, \Phi_j^\dagger] = \Phi_i \Phi_j^\dagger - \Phi_j^\dagger \Phi_i = \delta_{i,j}. \quad (A.1)$$

These operators generate a state space by acting on the “vacuum” state $|0\rangle$, which represents the state in which all populations are quiescent ($n_i = 0$ for all $i$), with $\Phi_i |0\rangle = 0$. The representation of the state with configuration $n$ is then generated according to

$$|n\rangle = \prod_i \Phi_i^{n_i} |0\rangle. \quad (A.2)$$

Inner products in this state space are defined by $\langle 0|0 \rangle = 1$ and the commutation relations. It follows that the dual of the vector $\Phi_i^\dagger |0\rangle$ is $\langle 0|\Phi_i$. The number of active neurons in the $i$th population can be extracted by operating on a state vector with the number operator $\Phi_i^\dagger \Phi_i$ and using the commutation relations:

$$\Phi_i^\dagger \Phi_i |n\rangle = n_i |n\rangle. \quad (A.3)$$

The next step is to construct an operator representation of the master equation (2.14). Given the probability distribution $P(n,t)$, we introduce the state vector

$$|\phi(t)\rangle = \sum_n P(n,t) \prod_i \Phi_i^{n_i} |0\rangle = \sum_n P(n,t)|n\rangle, \quad (A.4)$$

where the sum is over all possible configurations $n$. Introducing the projection state

$$|1\rangle = \exp \left( \sum_i \Phi_i^\dagger \right) |0\rangle \quad (A.5)$$

with $\Phi_i |1\rangle = |1\rangle$, we can then express expectation values in terms of inner products. For example,

$$\langle 1|\Phi_i^\dagger \Phi_i |\phi(t)\rangle = \sum_n n_i P(n,t) = \langle n_i(t) \rangle. \quad (A.6)$$
Differentiating the state vector $|\phi(t)\rangle$ with respect to $t$ and using the master equation (2.14) gives

$$\tau_s \partial_t |\phi(t)\rangle = \sum_n \partial_t P(n, t)|n\rangle$$

$$= \sum_i \left[ (n_i + 1)G_i(n_i+/N)P(n_{i+}, t) - n_iG_i(n/N)P(n, t) ight.$$  
$$+ N(H_i(n_i-/N)P(n_{i-}, t) - H_i(n/N))P(n, t) \left.] |n\rangle \right.$$  

$$= \sum_i \left[ (\Phi_i - \Phi_i^\dagger G_i(\Psi/N) + N(\Phi_i^\dagger - 1)H_i(\Psi/N)) |\phi(t)\rangle, \right.$$  

where $\Psi_i = \Phi_i^\dagger \Phi_i$. It is convenient to express all expectation values by taking the inner product with respect to the vacuum state $|0\rangle$ rather than the projection state $|1\rangle$. This can be achieved by moving $\exp(\sum_i \Phi_i^\dagger)$ all the way to the right in expectation values. From the commutation relation, this is equivalent to performing the shift $\Phi_i^\dagger \rightarrow \Phi_i^\dagger + 1$ in all operator expressions. Thus

$$\langle n_i(t) \rangle = \langle 0 | \Phi_i^\dagger \Phi_i + \Phi_i |\phi(t)\rangle. \right.$$  

(A.8)

Hence, performing such a shift in equation (A.7) we see that the operator representation of the master equation (2.14) is

$$\partial_t |\phi(t)\rangle = -\mathcal{H}|\phi(t)\rangle$$

(A.9)

with

$$\mathcal{H} = \alpha \sum_i \left[ \Phi_i^\dagger \Phi_i G_i(\Psi/N) - N\Phi_i^\dagger H_i(\Psi/N) \right], \right.$$  

(A.10)

and $\Psi_i = \Phi_i^\dagger \Phi_i + \Phi_i$ and $\alpha = \tau_s^{-1}$. Note that the operator equation (A.9) can be converted to a PDE describing the evolution of the corresponding generating function $G(z, t)$ of the probability distribution $P(n, t)$. This follows from setting

$$G(z, t) = \langle 0 | e^{\sum_i z_i \Phi_i} |\phi(t)\rangle = \sum_n \left[ \prod_i z_i^n \right] P(n, t),$$

and converting the operators $\Phi_i, \Phi_i^\dagger$ to $d/dz_i, z_i$. Both sets of operator satisfy the same commutation relations.

Formally speaking, the solution to the operator version of the master equation (A.9) can be written as

$$|\phi(t)\rangle = e^{-\mathcal{H}t}|\phi(0)\rangle = e^{-\mathcal{H}t}I_0|0\rangle.$$  

(A.11)

where $I_0$ is the operator that generates the initial state. The expectation value of some physical quantity such as the number $n_i(t)$ can now be expressed as

$$\langle n_i(t) \rangle = \langle 0 | (\Phi_i^\dagger \Phi_i + \Phi_i) e^{-\mathcal{H}t}I_0 |0\rangle.$$  

(A.12)
For simplicity, we will assume that the initial state is given by a Poisson distribution so that
\[ I_0(0) = \prod_i e^{-\bar{n}_i} \sum_n \frac{\bar{n}_i^n}{n!} \Phi_i^n |0\rangle = \exp \left( \sum_i (\bar{n}_i + \bar{n}_i \Phi_i^\dagger) \right) |0\rangle \] (A.13)

After performing the shift $\Phi_i^\dagger \rightarrow \Phi_i^\dagger + 1$, we see that
\[ I_0 = \exp \left( \sum_i \bar{n}_i \Phi_i^\dagger \right) . \] (A.14)

In order to convert the operator form of the expectation value into a path integral, we divide the time interval $[0, t]$ into $N$ intervals of length $\Delta t = t/N$ and set $t_r = r\Delta t$, $r = 0, 1, \ldots, N$. We then introduce coherent states of the form
\[ |\varphi(t)\rangle = \exp \left( -\frac{1}{2} \sum_i \bar{\varphi}_i(t) \varphi_i(t) \right) \exp \left( \sum_i \varphi_i(t) \Phi_i^\dagger \right) |0\rangle , \] (A.15)
such that $\varphi_i(t)$ is the complex-valued eigenvalue of the annihilation operator $\Phi_i$, with complex conjugate $\bar{\varphi}_i$. Coherent states satisfy the completeness relation
\[ \int \prod_i d\varphi_i d\bar{\varphi}_i \pi^N |\varphi\rangle \langle \varphi| = 1 . \] (A.16)

At each discrete time step we insert a complete set of coherent states using the completeness relation (A.16) so that the expectation value becomes
\[ \langle n_i(t) \rangle = \langle 0 | (\Phi_i^\dagger \Phi_i + \Phi_i) |\varphi(t)\rangle \]
\[ \left[ \prod_{r=0}^{N-1} \langle \varphi(t_{r+1}) | (1 - H\Delta t) |\varphi(t_r)\rangle \right] \langle \varphi(t_0) | I_0 |0\rangle , \] (A.17)
where we have made use of the formula
\[ e^{-H t} = \lim_{N \rightarrow \infty} (1 - H\Delta t)^N . \] (A.18)

The crucial observation is that at the $r$th time step we can replace the annihilation and creation operators $\Phi_i, \Phi_i^\dagger$ in $H$ by the corresponding coherent state eigenvalues $\bar{\varphi}_i(t_{r+1}), \varphi_i(t_r)$, provided that we normal-order the operator $H$. Finally, taking the limits $N \rightarrow \infty$ and $\Delta t \rightarrow 0$, we obtain the following path integral representation of the expectation value:
\[ \langle n_i(t) \rangle = \int \prod \Pi D\varphi_j \int \prod \Pi D\bar{\varphi}_j \varphi_i(t) e^{-S[\varphi, \bar{\varphi}]} \] (A.19)
where $S$ is given by the action (4.3) after making the change of variable $\varphi \rightarrow \Phi, \bar{\varphi} \rightarrow \bar{\Phi}$ with $\Phi, \bar{\Phi}$ now treated as numbers rather than operators. Note that since $\langle 0 | \Phi_i^\dagger = 0$ we have replaced $\Phi_i^\dagger \Phi_i + \Phi_i$ by $\Phi_i$ in the first inner product on the right–hand side of equation (A.17).
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