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Diffusion driven instability in reaction–diffusion systems has been proposed as a mechanism for pattern formation in numerous embryological and ecological contexts. However, the possible effects of environmental inhomogeneities has received relatively little attention. We consider a general two species reaction–diffusion model in one space dimension, with one diffusion coefficient a step function of the spatial coordinate. We derive the dispersion relation and the solution of the linearized system. We apply our results to Turing-type models for both embryogenesis and predator–prey interactions. In the former case we derive conditions for pattern to be isolated in one part of the domain, and in the latter we introduce the concept of "environmental instability". Our results suggest that environmental inhomogeneity could be an important regulator of biological pattern formation.

1. Introduction. Reaction–diffusion mechanisms form perhaps the most widely studied class of models for biological pattern formation, and have been successfully applied to a wide range of developmental and ecological systems. All such models are ultimately based on Turing's (1952) seminal work on "the chemical basis of morphogenesis", and more recent applications to embryogenesis utilize Wolpert's (1969, 1981) concept of positional information. Wolpert suggested that cells are pre-programmed to differentiate according to local concentrations of chemical morphogens, thereby translating a continuous chemical pre-pattern into a discrete pattern of different cell types. There is now considerable literature on applications of this idea to a wide range of developmental problems (see the references in the books by Meinhardt, 1982; Murray, 1989). Segel and Jackson (1972) first proposed diffusion driven instability as an explanation for the spatial heterogeneity that is sometimes observed in predator–prey interactions. Again, the idea that dispersal could give rise to instabilities and hence to spatial pattern was built on by a number of authors (see Okubo, 1980, for review).

One feature common to the vast majority of these applications of diffusion driven instability is that they are considered in the context of a homogeneous environment, so that the model parameter values are constant across the
domain. However, environmental variation may be an important regulator in some biological systems. The influence of the local topography on population dispersal has long been recognized, and a number of authors have studied this using spatially discrete models (see, for example, Levin 1976, 1986). In developmental biology, considerations of scale invariance have led to the suggestion that morphogen diffusivity might be controlled by the concentration of a non-reacting regulatory chemical, which could result in a spatial variation (Othmer and Pate, 1980; Pate and Othmer, 1984; Hunding and Sørensen, 1988).

In this paper we present a mathematical analysis of the spatial patterns implied by reaction–diffusion mechanisms in which the dispersal rate of one species varies in a simple stepwise manner across the domain. We consider applications of our results in both embryology and ecology. Despite the extensive mathematical literature on reaction–diffusion equations (for review, see the books by Britton, 1986; Murray, 1989), we are not aware of previous attempts to analyse patterns in this case. Auchmuty and Nicolis (1975) analyse a system in which the reaction terms depend explicitly on space, and investigations of the effects of spatial varying parameters in ecological reaction–diffusion models have focused on carrying capacities and other parameters in the reaction terms (Pacala and Roughgarden, 1982; Shigesada, 1984; Cantrell and Cosner, 1991).

2. Conditions for Diffusion Driven Instability.

**Homogeneous environment.** We begin by summarizing the conditions for diffusion driven instability in a homogeneous environment; a detailed derivation of the results can be found, for example, in the book by Murray (1989). We consider a two species reaction diffusion system in one space dimension, with the form:

\[
\frac{\partial u}{\partial t} = D_u \frac{\partial^2 u}{\partial x^2} + f(u, v) \tag{1a}
\]

\[
\frac{\partial v}{\partial t} = D_v \frac{\partial^2 v}{\partial x^2} + g(u, v), \tag{1b}
\]

where \(D_u\) and \(D_v\) are positive constants, and where the reaction terms \(f\) and \(g\) are such that a non-zero homogeneous steady state \((u_0, v_0)\) exists. For simplicity, we consider these equations on a finite domain, \([0, 1]\) say, with zero flux boundary conditions. This system exhibits *diffusion driven instability* if the homogeneous steady state \((u_0, v_0)\) is stable to spatially homogeneous perturbations, but unstable to some inhomogeneous perturbations. The
conditions for this phenomenon, and thus for the generation of spatial pattern, are:

\[ a + d < 0 \]  \hspace{1cm} (2a)
\[ ad > bc \]  \hspace{1cm} (2b)
\[ D_v a + D_u d > 0 \]  \hspace{1cm} (2c)
\[ (D_v a + D_u d)^2 > 4D_u D_v (ad - bc) \],  \hspace{1cm} (2d)

where

\[ a = \left. \frac{\partial f}{\partial u} \right|_{(u_0, v_0)} \quad b = \left. \frac{\partial f}{\partial v} \right|_{(u_0, v_0)} \quad c = \left. \frac{\partial g}{\partial u} \right|_{(u_0, v_0)} \quad d = \left. \frac{\partial g}{\partial v} \right|_{(u_0, v_0)} \]  \hspace{1cm} (3)

The set of parameter values satisfying these conditions is known as the Turing space. One important implication of (2a, b, c) is that:

\[ ad < 0 \quad \text{and} \quad bc < 0, \]  \hspace{1cm} (4)

so that within an arbitrary relabelling of species, the kinetic matrix has one of two forms:

\[
\begin{pmatrix}
+ & - \\
+ & -
\end{pmatrix}
\quad \text{pure activator–inhibitor model} \quad \begin{pmatrix}
+ & + \\
- & -
\end{pmatrix}
\quad \text{cross activator–inhibitor model.}
\]

In the former case, solutions for the two species will be in phase, while in the latter case they will be out of phase, at least in the vicinity of a primary bifurcation point (Dillon et al., 1992).

**Inhomogeneous environment.** We now amend the standard system (1) by replacing the dispersal term in (1b) by \((\partial / \partial x) [D(x) \partial v / \partial x]\), where:

\[ D(x) = \begin{cases} 
D^-, & 0 \leq x < \xi \\
D^+, & \xi < x \leq 1
\end{cases} \]  \hspace{1cm} (5)

and \(\xi \in (0, 1)\); we assume that \(D^- < D^+\). Thus the domain is composed of two parts, with the diffusion coefficient of \(u\) the same, but that of \(v\) different, on the two parts. This represents the simplest possible case of environmental variation in diffusivity, and our analysis in this simple case provides an understanding of the way in which environmental inhomogeneities can modulate the pattern-forming capabilities of reaction–diffusion systems. Moreover, as discussed
below, numerical solutions of models with more realistic forms for $D(x)$ reveal qualitatively similar patterns to those predicted when $D(x)$ is a step function.

For this inhomogeneous model, we ask: what are the amended conditions for diffusion driven instability, and what is the form of the patterns generated when these conditions are satisfied? The requirements for $(u_0, v_0)$ to be stable to spatially homogeneous perturbations remain (2a) and (2b). To derive the analogues of (2c) and (2d), we linearize the model about the steady state $(u_0, v_0)$, and look for separable solutions of this linearized system, in the form $u - u_0 = e^{a t} X_u(x)$, $v - v_0 = e^{a t} X_v(x)$. Substituting these into the linearized model gives coupled ordinary differential equations for $X_u$ and $X_v$:

$$X_u'' + (a - \lambda)X_u + bX_v = 0 \quad (6a)$$

$$[D(x)X_v']' + cX_u + (d - \lambda)X_v = 0; \quad (6b)$$

here prime denotes $d/dx$. We consider these equations separately on $[0, \zeta)$ and $(\zeta, 1]$. In the former case, adding (6a) to $s^- D$ times (6b) gives:

$$(X_u + s^- X_v)'' + \left[a - \lambda + \frac{cs^-}{D^-}\right] X_u + \left[\frac{b + (d - \lambda)s^- / D^-}{a - \lambda + cs^- / D^-}\right] X_v = 0. \quad (7)$$

We choose $s^-$ such that:

$$\frac{b + (d - \lambda)s^- / D^-}{a - \lambda + cs^- / D^-} = s^-, \quad (8)$$

which is a quadratic equation for $s^-$, with roots $s_1^-$ and $s_2^-$, say. Equation (7) then becomes a single equation in $X_u + s_j^- X_v$, for $j = 1, 2$, with general solution $C_j \cos(\alpha_j^- x) + D_j \sin(\alpha_j^- x)$. Here $C_j$ and $D_j$ are constants of integration, and $\alpha_j^- = [a - \lambda + cs_j^- / D^-]^{1/2}$, $j = 1, 2$. We therefore have two simultaneous equations for $X_u(x)$ and $X_v(x)$ in $[0, \zeta)$. Solving these and applying zero flux boundary conditions at $x = 0$ gives:

$$X_u(x) = \frac{1}{(s_2^- - s_1^-)} \left[ (\Gamma_u + s_1^- \Gamma_v) s_2^- \cos(\alpha_2^- x) - (\Gamma_u + s_2^- \Gamma_v) s_1^- \cos(\alpha_1^- x) \right] \quad (9a)$$

$$X_v(x) = \frac{1}{(s_2^- - s_1^-)} \left[ (\Gamma_u + s_2^- \Gamma_v) \cos(\alpha_2^- x) - (\Gamma_u + s_1^- \Gamma_v) \cos(\alpha_1^- x) \right] \quad (9b)$$

on $[0, \zeta)$, where $\Gamma_u = X_u(\zeta)$, $\Gamma_v = X_v(\zeta)$. In (9a,b), we are assuming that $s_1^- \neq s_2^-$.
and \(\cos(\xi \alpha_j^-) \neq 0\) for \(j = 1, 2\); we discuss these assumptions below. Similarly, on \((\xi, 1]\):

\[
X_u(x) = \frac{1}{(s_2^+ - s_1^-)} \left[ \frac{(\Gamma_u + s_1^+ \Gamma_v) s_2^+}{\cos((1 - \xi) \alpha_2^+)} \cos(\alpha_1^+(1 - x)) - \frac{(\Gamma_u + s_2^+ \Gamma_v) s_1^+}{\cos((1 - \xi) \alpha_2^+)} \cos(\alpha_1^+(1 - x)) \right] \quad (9c)
\]

\[
X_v(x) = \frac{1}{(s_2^+ - s_1^-)} \left[ \frac{(\Gamma_u + s_2^+ \Gamma_v) s_1^+}{\cos((1 - \xi) \alpha_2^+)} \cos(\alpha_2^+(1 - x)) - \frac{(\Gamma_u + s_1^+ \Gamma_v) s_2^+}{\cos((1 - \xi) \alpha_2^+)} \cos(\alpha_2^+(1 - x)) \right]. \quad (9d)
\]

By design, this solution is continuous at \(x = \xi\), but we also require it to satisfy continuity of flux, that is:

\[
\lim_{x \to \xi^-} X_u'(x) = \lim_{x \to \xi^+} X_u'(x) \quad \lim_{x \to \xi^-} D^- X_u'(x) = \lim_{x \to \xi^+} D^+ X_v'(x). \quad (10)
\]

Substituting the solutions (9) into (10) gives:

\[
P(\lambda) \Gamma_u + Q(\lambda) \Gamma_v = 0 \\
R(\lambda) \Gamma_u + S(\lambda) \Gamma_v = 0,
\]

where:

\[
P(\lambda) = (s_2^- T_2^- - s_2^- T_1^-)/(s_2^- - s_1^-) + (s_1^+ T_2^+ - s_2^+ T_1^+)/\cos((1 - \xi) \alpha_1^+).
\]

\[
Q(\lambda) = s_1^- s_2^- (T_2^- - T_1^-)/(s_2^- - s_1^-) + s_1^+ s_2^+ (T_2^+ - T_1^+)/\cos((1 - \xi) \alpha_1^+).
\]

\[
R(\lambda) = D^- (T_2^- - T_1^-)/(s_2^- - s_1^-) + D^+ (T_1^+ - T_2^+)/\cos((1 - \xi) \alpha_1^+).
\]

\[
S(\lambda) = D^- (s_1^- T_1^- - s_2^- T_1^-)/(s_2^- - s_1^-) + D^+ (s_1^+ T_1^+ - s_2^+ T_2^+)/\cos((1 - \xi) \alpha_2^+).
\]

and \(T_j^- = \alpha_j^- \tan(\xi \alpha_j^-), \quad T_j^+ = \alpha_j^+ \tan((1 - \xi) \alpha_j^+), \) for \(j = 1, 2\). Now from (9), \(\Gamma_u = \Gamma_v = 0\) implies that \(X_u(x) \equiv X_v(x) \equiv 0\). Thus for non-trivial \(X_u\) and \(X_v\), we require:

\[
F(\lambda) \equiv P(\lambda) S(\lambda) - Q(\lambda) R(\lambda) = 0. \quad (11)
\]

This is the dispersion relation, relating growth rates of instabilities to the model parameter values. The model system will exhibit diffusion driven instability provided (2a) and (2b) are satisfied, and provided this dispersion relation has a solution with positive real part. Our derivation of (11) assumes that \(\cos(\xi \alpha_j^-), \cos((1 - \xi) \alpha_j^-), \cos((1 - \xi) \alpha_j^+)\) and \((s_1^+ - s_2^+)\) are all non-zero. Similar analyses can be done in the cases when one or more of these is zero, but the
solutions for $u$ and $v$ cannot in general satisfy continuity of flux at $x = \xi$. One notable exception to this, however, is the homogeneous case $D^- = D^+$. The solutions of the dispersion relation given by the standard analysis (see above and Murray, 1989) satisfy $\alpha_j^\pm = n\pi$ for some $n \in \{1, 2, 3, \ldots\}$ and either $j = 1$ or $j = 2$. Thus with $\xi = 1/2$, half of the eigenvalues $\lambda$ are not roots of (11), since $\cos(n\pi/2) = 0$ when $n$ is even. These roots can be retrieved, however, either by investigating the above special cases, or by taking more general values of $\xi$: the value of $\xi$ is irrelevant when $D^- = D^+$.

In general the roots of the dispersion relation (11) are complex. However, when the diffusion coefficients are spatially homogeneous, all solutions of the dispersion relation with non-zero imaginary parts have negative real parts. Moreover, our numerical solutions of the partial differential equation system in the case of a step function diffusivity have never revealed time periodic instabilities, which would be implied by $\text{Im}(\lambda) \neq 0$. Therefore we assume that the solutions of (11) which have positive real part are real and we restrict attention to real values of $\lambda$. Although (11) cannot be solved analytically, it is amenable to simple numerical solution in this case, since when $\lambda \in \mathbb{R}$, straightforward algebra shows that $F(\lambda)$ is also real valued. A typical functional form of $F(\lambda)$ is illustrated in Fig. 1. $F$ has infinities at values of $\lambda$ for which one of $\cos(\xi\alpha_1^\pm)$, $\cos(\xi\alpha_2^\pm)$, $\cos((1-\xi)\alpha_1^\pm)$, $\cos((1-\xi)\alpha_2^\pm)$ or $(s_1^\pm - s_2^\pm)$ is zero; as explained above, our linear solutions are not valid for these values of $\lambda$. It is not immediately clear from (11) that conditions (4) must hold for diffusion driven instability to be possible in the amended system. However, numerical solutions of (11) suggest that, as expected intuitively, these conditions are still necessary for diffusion driven instability. Thus the classification of models exhibiting diffusion driven instability into pure and cross activator–inhibitor models remains valid.

3. Applications.

The Schnackenberg model for morphogenesis. One of the most widely studied reaction diffusion models for Turing-type pattern formation in embryogenesis is that proposed by Schnackenberg (1979), which is based on a hypothetical mechanism consisting of a series of trimolecular autocatalytic reactions involving two chemicals. When appropriately nondimensionalized in one space dimension with a step function diffusion coefficient for the inhibitor chemical, the model equations are:

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \gamma(A - u + u^2v) \tag{12a}
\]

\[
\frac{\partial v}{\partial t} = \frac{\partial}{\partial x} \left[ D(x) \frac{\partial v}{\partial x} \right] + \gamma(B - u^2v) \tag{12b}
\]
Figure 1. A typical functional form of the dispersion relation \( F(\lambda) \), defined in (11), for the Schnackenberg system (12), with parameter values in the Turing space. For clarity, we plot \( \text{sign}(F) \cdot \log(1 + |F|) \) on the vertical axis, to better illustrate the infinities of \( F(\lambda) \). The parameter values are \( \gamma = 1040, A = 0.1, B = 0.9, D^- = 7, D^+ = 12, \xi = 0.5 \). In this particular case there are two unstable modes, with approximate linear growth rates \( \lambda = 34.9 \) and \( \lambda = 104.4 \). For all parameter values, a straightforward calculation shows that \( F(\lambda) = O(\lambda) \) as \( \lambda \to \infty \).

on \( \leq x \leq 1 \). Here \( A \) and \( B \) are positive constants and \( \gamma \) is a scale parameter proportional to the dimensional length of the domain; the step function \( D(x) \) is defined in (5). This is a cross activator–inhibitor model. Again, for simplicity we consider only zero flux boundary conditions. This system has a single homogeneous steady state, at \( u = A + B, v = B/(A + B)^2 \), which is stable to homogeneous perturbations provided \( (A + B)^2 > B - A \); all the numerical results we will show use parameter values satisfying this condition.

The dispersion relation (11) enables us to determine numerically the Turing space for (12). As expected intuitively, whenever \( D^+ > D^- > D_{\text{crit}} \), the model exhibits diffusion driven instability; here \( D_{\text{crit}} \) is the value that a spatially homogeneous diffusion coefficient must exceed for diffusion driven instability. When \( D^- < D_{\text{crit}} \), however, diffusion driven instability requires \( D^+ \) to be greater than a critical value, \( D_{\text{crit}}^+ \), say, which depends on \( A, B, \gamma \) and \( D^- \). The variation of \( D_{\text{crit}}^+ \) with \( D^- \) is illustrated in Fig. 2 for typical values of \( A, B \) and \( \gamma \): as expected, \( D_{\text{crit}}^+ \) approaches \( D_{\text{crit}} \) from above as \( D^- \) approaches \( D_{\text{crit}} \) from below. These calculated values compare very well with results from numerical simulations using the full partial differential equation model. The form of these conditions depends crucially on \( a \) being positive, so that \( d \) is negative. If these signs are reversed, all the inequalities are reversed, and this corresponds to denoting the activator and inhibitor chemicals, respectively, by \( v \) and \( u \) rather than \( u \) and \( v \).
Figure 2. The parameter space for the reaction diffusion system (12). The diffusion coefficient of the species $u$ is constant throughout the domain, while that of $v$ has the constant value $D^-$ on $[0, \xi]$ and $D^+$ on $(\xi, 1]$. For parameters in region I, diffusion driven instability gives rise to type A isolated patterns (see text for details). In region II patterns are either type B isolated patterns or (for larger values of $D^+$) non-isolated patterns; the division between these types is arbitrary. In region III, $D^+ < D^+_{\text{crit}}$ and thus the system does not exhibit diffusion driven instability. In the shaded region, $D^- > D^+$; this is therefore not a valid region of parameter space. In both of the regions I and II, the solution is in category (bi) on $(\xi, 1]$, while on $[0, \xi)$ the solution is in category (bii) in region I and in category (a) or (bi) in region II. The other parameter values used in the figure are $\gamma = 1040$, $\zeta = 0.5$, $A = 0.1$, $B = 0.9$. These are the same parameters as those used in Fig. 3, and we indicate the position in this parameter domain of the solutions shown in the three parts of Fig. 3. For clarity, we show only the portion $7 \leq D^+ \leq 10.5$ of the $D^+$-axis, but our conclusions are valid for a wide range of values of $D^+$. To better illustrate the interesting behaviour when $D^-$ is small, we use a magnified linear horizontal scale on $0 \leq D^- \leq 0.5$.

In the vicinity of a primary bifurcation point with a simple spatial eigenvalue, the key qualitative features of the patterns given by the full non-linear system are generally captured by the separable solution of the model when linearized about the homogeneous steady state, with the eigenvalue $\lambda$ taken as the largest real solution of the dispersion relation. Now in the course of deriving the dispersion relation (11), we have obtained the separable solutions of the linearized system corresponding to (12), and the spatial part of these solutions is given in (9). As in the homogeneous case, with $\lambda$ as the largest real solution of the dispersion relation (11), the linear solution captures the key qualitative features of the non-linear patterns predicted by our model (12), for a wide range of parameter values (Fig. 3).

A major difference between the patterns illustrated in Fig. 3 and those familiar from spatially homogeneous reaction diffusion equations, is that for some parameter values, the pattern is isolated in one part of the domain. Now for given values of all the parameters, the concept of "isolated pattern" is not really meaningful, since by appropriately subdividing the domain, any pattern can be said to be restricted to particular subdomains. However, the key aspect of our model is that pattern remains isolated in a specific subdomain as the
Figure 3. Comparison of the linear solution (9) with the full solution of the Schnackenberg system (12) in different regions of the parameter space. (a) A type A isolated pattern, with $D^- = 0.1$ and $D^+ = 9.2$. (b) A type B isolated pattern, with $D^- = 7$ and $D^+ = 10$. (c) A non-isolated pattern, with $D^- = 8.4$ and $D^+ = 8.9$. The other parameter values are $A = 0.1$, $B = 0.9$, $\gamma = 1040$, $\zeta = 0.5$. The location of these solutions in the $D^- - D^+$ parameter space is illustrated in Fig. 2. In each case the linear solution captures the qualitative behaviour of the full non-linear pattern. Note that the patterns for $u$ and $v$ are out of phase, since the Schnackenberg system is a cross activator–inhibitor model. The full non-linear model was solved numerically using the method of lines and Gear's method (Gear, 1971) from initial conditions of small random perturbations about the homogeneous steady state, until a new inhomogeneous steady state was reached. The non-linear pattern thus obtained is independent of the initial perturbations (within a change in sign of both $u-u_0$ and $v-v_0$) for all values of $D^+$ used in the figure. However for sufficiently large $D^+$, there are several unstable modes with similar growth rates, and different initial conditions result in qualitatively different patterns. (-------u; ------v).
value of the scale parameter is varied, and in this sense the possible isolation of pattern is independent of the scale parameter $\gamma$. This is in marked contrast to the homogeneous case, in which the number and position of concentration peaks varies with $\gamma$ for given values of the other parameters, so that pattern occurs in any subdomain for an appropriate value of $\gamma$ (see Murray, 1989 for review). Mathematically, we can divide isolated patterns into two types:

Type A. As the scale parameter $\gamma$ varies (but is large enough that diffusion driven instability occurs), the model solution is always monotonic in one part of the domain, but is in general oscillatory in space elsewhere.

Type B. As $\gamma$ varies such that diffusion driven instability occurs, the model solution is in general oscillatory in space throughout the domain, but with much greater amplitude in one part of the domain than elsewhere.

We now use the linear solution (9) to drive necessary and sufficient conditions for the existence of type A isolated patterns. We begin by investigating the forms of these solutions: without loss of generality we consider only the region $[0, \xi)$. There are then two cases to consider.

(a) $s_1^-, s_2^-$ complex conjugates. In this case, $\alpha_1^- \text{ and } \alpha_2^-$ are complex conjugates, say $\alpha_R^- + i\alpha_I^-$. Note that the assumption $s_1^- \neq s_2^-$ implies that $\alpha_1^- \neq 0$. Moreover, straightforward algebra shows that $s_2^- (\Gamma_u + s_1^+ \Gamma_v)/[(s_2^- - s_1^-)\cos(\xi\alpha_1^-)]$ and $s_1^- (\Gamma_u + s_2^- \Gamma_v)/[(s_1^- - s_2^-)\cos(\xi\alpha_2^-)]$, and also $(\Gamma_u + s_1^- \Gamma_v)/(s_1^- - s_2^-)\cos(\xi\alpha_1^-)$ and $(\Gamma_u + s_2^- \Gamma_v)/(s_2^- - s_1^-)\cos(\xi\alpha_2^-)$ are both complex conjugate pairs, say $\eta_u \pm i\nu_u$ and $\eta_v \pm i\nu_v$, respectively. In this notation, (9a) is:

$$X_u = (\eta_u + i\nu_u)\cos[(\alpha_R^- + i\alpha_I^-)x] + (\eta_u - i\nu_u)\cos[(\alpha_R^- - i\alpha_I^-)x]$$

$$= 2\eta_u \cos(\alpha_R^- x)\cosh(\alpha_I^- x) + 2\nu_u \sin(\alpha_R^- x)\sinh(\alpha_I^- x)$$

$$= \mathcal{P}_u(x)\cos(\alpha_R^- x + \mathcal{Q}_u(x)).$$

Similarly $X_v = \mathcal{P}_v(x)\cos(\alpha_R^- x + \mathcal{Q}_v(x))$.

Here

$$\mathcal{P}_{u,v} = \pm 2[\eta_{u,v}^2 \cosh^2(\alpha_1^- x) + \nu_{u,v}^2 \sinh^2(\alpha_1^- x)]^{1/2}$$

$$\mathcal{Q}_{u,v} = \tan^{-1}[-\tanh(\alpha_1^- x) \cdot \nu_{u,v}/\eta_{u,v}].$$

Thus $\mathcal{P}_{u,v}(x)$ are the amplitude modulating functions, or envelopes, while $\mathcal{Q}_{u,v}(x)$ affects the wavelengths of oscillations.

Differentiating (13) with respect to $x$ shows that $|\mathcal{P}|$ is monotonically
increasing on \([0, \xi]\), and thus in this case \(X_u\) and \(X_v\) are oscillatory functions with monotonically growing amplitude of oscillation.

(b) \(s_1^-, s_2^-\) real. There are three subcases to consider.

(i) \(\alpha_1^-, \alpha_2^-\) real. Here we write:

\[
\begin{align*}
\sigma_u &= \left[ s_2^- (\Gamma_u + s_1^- \Gamma_v)/\cos(\xi \alpha_1^-) + s_1^- (\Gamma_u + s_2^- \Gamma_v)/\cos(\xi \alpha_2^-) \right]/[2(s_2^- - s_1^-)] \\
\delta_u &= \left[ s_2^- (\Gamma_u + s_1^- \Gamma_v)/\cos(\xi \alpha_1^-) - s_1^- (\Gamma_u + s_2^- \Gamma_v)/\cos(\xi \alpha_2^-) \right]/[2(s_2^- - s_1^-)] \\
\sigma_v &= \left[ (\Gamma_u + s_1^- \Gamma_v)/\cos(\xi \alpha_1^-) + (\Gamma_u + s_2^- \Gamma_v)/\cos(\xi \alpha_2^-) \right]/[2(s_1^- - s_2^-)] \\
\delta_v &= \left[ (\Gamma_u + s_1^- \Gamma_v)/\cos(\xi \alpha_1^-) - (\Gamma_u + s_2^- \Gamma_v)/\cos(\xi \alpha_2^-) \right]/[2(s_1^- - s_2^-)].
\end{align*}
\]

With this notation, we can rewrite (9) in the form:

\[
\begin{align*}
X_u &= \mathcal{P}_u(x)\cos\left[\frac{1}{2}(\alpha_1^- + \alpha_2^-)x + \varphi_u(x)\right] \\
X_v &= \mathcal{P}_v(x)\cos\left[\frac{1}{2}(\alpha_1^- + \alpha_2^-)x + \varphi_v(x)\right] \\
\mathcal{P}_{u,v} &= \pm 2\{\delta_u^2 \cos^2[\frac{1}{2}(\alpha_1^- - \alpha_2^-)x] + \sigma_u^2 \sin^2[\frac{1}{2}(\alpha_1^- - \alpha_2^-)x]\}^{1/2} \\
\varphi_{u,v} &= \tan^{-1}[\tan[\frac{1}{2}(\alpha_1^- - \alpha_2^-)x] \cdot \sigma_{u,v}/\delta_{u,v}].
\end{align*}
\]

Therefore, the solutions again have the form of oscillating functions with envelopes \(\mathcal{P}_{u,v}\) and wavelength variations controlled by \(\varphi_{u,v}\). In this case, however:

\[
\mathcal{P}_{u,v} \frac{\partial \mathcal{P}_{u,v}(x)}{\partial x} = 2(\alpha_1^- - \alpha_2^-)(-\delta_{u,v}^2)\sin[(\alpha_1^- - \alpha_2^-)x],
\]

which is not necessarily of constant sign, so that the amplitude of successive concentration peaks may increase or decrease, depending on parameter values and position in the domain. The envelopes defined in (13) and (14) provide a simple representation of the way in which oscillating patterns vary in amplitude across the domain, as illustrated in Fig. 4.

(ii) \(\alpha_1^-, \alpha_2^-\) purely imaginary. Writing \(\alpha_j^- = i\phi_j^-\) for \(j = 1, 2\), we have in this case:

\[
\begin{align*}
X_u &= \frac{1}{s_2^- - s_1^-} \left[ s_2^- (\Gamma_u + s_1^- \Gamma_v) \frac{\cosh \phi_1^- x}{\cosh \phi_1^- \xi} - s_1^- (\Gamma_u + s_2^- \Gamma_v) \frac{\cosh \phi_2^- x}{\cosh \phi_2^- \xi} \right] \\
X_v &= \frac{1}{s_2^- - s_1^-} \left[ (\Gamma_u + s_1^- \Gamma_v) \frac{\cosh \phi_1^- x}{\cosh \phi_1^- \xi} + (\Gamma_u + s_2^- \Gamma_v) \frac{\cosh \phi_2^- x}{\cosh \phi_2^- \xi} \right].
\end{align*}
\]
In the Appendix, we show that these forms imply that $X_u(x)$ and $X_v(x)$ have at most one turning point on $[0, \zeta)$, and moreover that when this turning point exists, it differs from $\zeta$ by an amount that is $O(\gamma^{-1/2})$ as the scale parameter $\gamma \to \infty$. In reaction–diffusion mechanisms with spatially homogeneous parameters, it is well-known that the domain has to be larger than a critical size, dependent on the kinetic parameters, for diffusion driven instability to be possible with any diffusion coefficients (Arcuri and Murray, 1986; Murray, 1989). For the Schnackenberg kinetics, with the typical values of $A$ and $B$ used in Fig. 3, this critical size corresponds to $\gamma \approx 30$. We find the same phenomenon in our inhomogeneous system, and moreover our numerical simulations suggest that for parameter values corresponding to the case (bii), considerably higher values of $\gamma$ are required for diffusion driven instability to occur (typically $\gamma \geq 100$). Thus whenever patterns arise in this case (bii), the solutions for both $u$ and $v$ will be monotonic on a large part of the subdomain $[0, \zeta)$. 

(iii) Remaining cases. When $s_1^-, s_2^-$ and $\lambda$ are real, $\alpha_1^-$ and $\alpha_2^-$ may be either real or purely imaginary. Without loss of generality we can thus consider only one remaining case, namely $\alpha_1^- \text{ real and } \alpha_2^- \text{ purely imaginary. By the definition of } \alpha_1^- \text{ and } \alpha_2^-, \text{ this requires that:}

$$(a-\lambda) + (cs_1^-/D^-) > 0 \quad \text{and} \quad (a-\lambda) + (cs_2^-/D^-) < 0.$$
Multiplying these inequalities and using the expressions for the sum and product of the roots of (8) gives:

\[ \lambda^2 - (a + d)\lambda + (ad - bc) < 0. \]

Conditions (2a) and (2b) imply that this inequality can never be satisfied when \( \lambda > 0 \). Thus in this case the system cannot exhibit diffusion driven instability.

This classification of patterns in the two subdomains \([0, \xi)\) and \((\xi, 1]\) into the three categories (a), (bi) and (bii) depends on whether \( s_j^\pm \) and \( \alpha_j^\pm \) are real or complex for \( j = 1, 2 \). This is independent of the scale parameter \( \gamma \) near the bifurcation point (see below). This remains true in numerical simulations for a wider range of parameter values. For type A isolated patterns, we therefore require that the linear solutions (9) be in category (bii) on \([0, \xi)\) and in category (a) or (bi) on \((\xi, 1]\). For type B isolated patterns we require the solutions to be of category (a) or (bi) on both parts of the domain. The distinction between type B isolated patterns and non-isolated patterns is arbitrary.

We will show below that whenever the system exhibits diffusion driven instability, the solution on \((\xi, 1]\) is in category (bi). It is therefore necessary and sufficient for type A isolated patterns that \( \gamma_1^-, \gamma_2^\pm \) and \( \alpha_1^-, \alpha_2^+ \). We investigate these conditions further by considering the case of marginal stability, that is \( \lambda = 0 \) and \( D^+ = D_{\text{crit}}^+ \). Then \( s_1^- \) and \( s_2^- \) are the roots of:

\[ cs^-2 + (D^- a - d)s^- - D^- b = 0 \]

and \( \alpha_j^- = \left[ a + c s_j^- / D^- \right]^{1/2}, j = 1, 2 \). We therefore require:

\[ 0 < (D^- a - d)^2 + 4D^- bc \quad (16) \]

\[ 0 > a + \frac{c}{D^-} \cdot \frac{(d - aD^-) + \{(D^- a - d)^2 + 4D^- bc\}^{1/2}}{2c} \quad (17) \]

Simplifying (17) gives:

\[ aD^- + d + \{(D^- a - d)^2 + 4D^- bc\}^{1/2} < 0, \]

which is satisfied if and only if both:

\[ 0 > aD^- + d \quad (18) \]

and

\[ 0 < (D^- a + d)^2 - (D^- a - d)^2 - 4D^- bc = 4D^- (ad - bc). \quad (19) \]

Condition (2b) ensures that (19) is always satisfied. The inequality (16) is satisfied if and only if \( D^- < \delta_1 \) or \( D^- > \delta_2 \), where \( \delta_1 \) and \( \delta_2 \) are the roots of \( a^2\delta^2 + 2(2bc - ad)\delta + d^2 = 0 \). The conditions (2a,b) and (4) imply that these roots are real, distinct and positive, say \( \delta_2 > \delta_1 > 0 \), and moreover that \( -d/a \in (\delta_1, \delta_2) \). Therefore (16) and (18) together give a single necessary and
sufficient condition for pattern to be isolated at marginal stability, which when \( a > 0 \), as in the Schnackenberg model, is:

\[
D^- < \delta_1 = \frac{1}{a^2} [(ad - 2bc) - 2(bc(b - ad))^{1/2}].
\]  

(20)

Numerical simulations for the Schnackenberg model continue to predict isolated patterns for \( D^- < \delta_1 \) when \( D^+ > D^+_{\text{crit}} \). For \( D^- \) slightly larger than \( \delta_1 \), the patterns at marginal stability are type B isolated patterns.

Straightforward manipulation of the inequalities (2a–d), which determine the critical spatially homogeneous diffusion coefficient \( D_{\text{crit}} \), shows that in fact \( D_{\text{crit}} = \delta_2 \). At marginal stability, \( D^+ = D^+_{\text{crit}} > D^+_{\text{crit}} \), so that \( s_1^+, s_2^+ \in \mathbb{R} \) and the solution is in category (bi) on \( (\zeta, 1] \). Numerical simulations again suggest that this result remains valid when \( D^+ > D^+_{\text{crit}} \). Similarly, the solution is in category (bi) on \( [0, \zeta] \) at marginal stability provided \( D^- > D^-_{\text{crit}} \). The biological implications of this analysis will be discussed in Section 4.

Our analysis is based on a stepwise diffusion for a particular morphogen. This may be set up by a smooth gradient in a control chemical which affects morphogen diffusivity in a threshold manner. The phenomenon of isolated pattern does not depend critically on the step function nature of diffusion: numerical solutions indicate that a smoothly varying diffusion coefficient produces similar results (see Fig. 5).

The Segel–Jackson model for predator–prey interaction. Many sets of kinetics have been proposed to model the wide variety of predator–prey interactions. Here we consider the simple model used by Segel and Jackson (1972) in their original application of diffusion driven instability to ecology. When appropriately non-dimensionalized in one space dimension, with a step function diffusivity for the predator species, the model equations are:

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \gamma(u + \kappa u^2 - \mu uv)
\] 

(21a)

\[
\frac{\partial v}{\partial t} = \frac{\partial}{\partial x} \left[ D(x) \frac{\partial v}{\partial x} \right] + \gamma(uv - v^2)
\]

(21b)
on \(0 \leq x \leq 1\). Here \(\mu\) and \(\kappa\) are positive constants, and as above, \(\gamma\) is a scale parameter proportional to the dimensional length of the domain; \(D(x)\) is defined in (5). Again, we consider zero flux boundary conditions, corresponding to an enclosed domain. The trivial uniform steady state \(u = v = 0\) is then unstable even to homogeneous perturbations, while the unique non-trivial steady state \(u = v = 1/(\mu - \kappa)\) is positive and stable to homogeneous perturbations provided \(\mu > \kappa\) and \(\kappa < 1\). As with the Schnackenberg kinetics, the remaining conditions for diffusion driven instability can be obtained from the dispersion relation (11), and have the form \(D^+ > D^+_{\text{crit}}(D^-, \gamma, \mu, \kappa, \xi)\) when \(D^- < D^+_{\text{crit}}\). Moreover, the linear solutions (9) again provide a good qualitative approximation to the full non-linear patterns (Fig. 6), and the results on envelopes and isolation of pattern discussed in the previous sections can be similarly applied to this system. In contrast to the Schnackenberg kinetics, the Segel–Jackson system is a pure activator–inhibitor model, and thus it predicts patterns in which the densities of the two species are in phase, as expected intuitively for a predator–prey interaction.

Using our results, we can investigate the question of environmental instability. We consider interacting populations governed by (21), but with homogeneous diffusivities, and with parameter values such that the steady state \(u = v = 1/(\mu - \kappa)\) is not driven unstable by diffusion. We then consider an environmental change which increases the dispersal rate of the predators in one small region of the domain, and ask: could this perturbation cause changes in the population levels throughout the domain? To answer this, we plot \(D^+_{\text{crit}}\) against \(\xi\) for given values of \(\gamma, \mu\) and \(\kappa\), and for a range of values of \(D^-\) (Fig. 7). These results show that when the initial dispersal rate is close to \(D^+_{\text{crit}}\), a relatively small increase in the diffusivity of the predators in a localized region at one edge of the domain could result in \(D^+\) being greater than \(D^+_{\text{crit}}\), and thus in a spatial pattern, even though the diffusivities are below the critical values for diffusion driven instability on the majority of the domain. Moreover, when the
Figure 6. The solution (9) of the Segel-Jackson system (21) when linearized about
the homogeneous steady state. This is compared to the pattern predicted by the full
nonlinear model, obtained as in Fig. 3. The parameter values are \( \mu = 0.75, \kappa = 0.5, \gamma = 1000, \zeta = 0.5, D^- = 5, D^+ = 7.7 \). The patterns for \( u \) and \( v \) are in phase, since the
Segel-Jackson system is a pure activator-inhibitor model. (--- \( u \); —— \( v \)).

initial homogeneous diffusion coefficient is greater than \( \delta_1 \), this pattern will not
be isolated within the perturbed region, at least at marginal stability (Fig. 8).
Here \( \delta_1 \) is as defined in (20), and is independent of \( \zeta \), and thus of the fraction
of the domain in which the diffusivity is perturbed. Typically \( \delta_1 \) is considerably
smaller than \( D_{\text{crit}} \); for the values of \( \mu \) and \( \kappa \) used in Figs 7 and 8, \( \delta_1 \approx 0.54 \) while
\( D_{\text{crit}} \approx 7.46 \). Thus our results suggest that a small localized increase in the
diffusion of the predators could cause dramatic global alterations in the
population densities in predator–prey systems. Moreover, the homogeneous
system is similarly unstable to a small localized decrease in the diffusion of the
prey.

4. Conclusions. Since Turing’s (1952) realization that diffusion could give rise
to pattern in systems of interacting biological or chemical species, reaction–
diffusion models for pattern formation have been extensively studied, from
both mathematical and biological viewpoints. However, despite experimental
evidence that some ecological and embryological systems may exhibit
environmental inhomogeneities, the effects of spatially varying parameter
values has received surprisingly little attention. We have considered a simple
case in which the diffusion coefficient of one of the reacting species varies in a
stepwise manner across the domain. We have obtained the dispersion relation,
whose solutions determine the Turing space for the system, and we have
obtained linear solutions which provide good qualitative approximations to
the full non-linear patterns. These linear solutions enable us to classify patterns
according to the degree of isolation. Furthermore this analysis provides insight
into the case of smoothly varying diffusion.

Our results are applicable to all Turing-type mechanisms for pattern
Figure 7. The variation of $D_{\text{crit}}^+$ with $\xi$ for the Segel-Jackson model (21), for three different values of $D^{-}$; $D_{\text{crit}}^+$ is the value that $D^{-}$ must exceed for diffusion driven instability, and $x = \xi$ is the division point between the two subdomains. As expected intuitively, $D_{\text{crit}}^+$ increases from $D_{\text{crit}}^-$ to $\infty$ as $\xi$ increases from 0 to 1; $D_{\text{crit}}^-$ is the critical diffusion coefficient for diffusion driven instability in the homogeneous model. The almost stepwise increase in $D_{\text{crit}}^+$ occurs not only for the Segel-Jackson kinetics, but also for the Schnackenberg model (12). The other parameter values are $\mu = 0.75$, $\kappa = 0.5$, $\gamma = 1000$, which give $D_{\text{crit}}^- = 7.46$, so that all three values of $D_{\text{crit}}^- = 7.46$, so that all three values of $D_{\text{crit}}^-$ we use are less than $D_{\text{crit}}^+$. 

Figure 8. The solution (9) of the Segel-Jackson system (21) when linearized about the homogeneous steady state $u = v = 1/(\mu - \kappa)$. This solution provides a good qualitative approximation to the full non-linear pattern, as discussed in the text. The parameter values are $\mu = 0.75$, $\kappa = 0.5$, $\gamma = 1000$, $D^{-} = 7$, $D^{+} = 10$, $\xi = 0.9$. Thus the homogeneous steady state would be stable if the diffusion coefficient were homogeneous with value $D^{-} (D_{\text{crit}}^- \approx 7.46)$. Here $D(x)$ differs from $D^{-}$ only on 10% of the domain, and the system exhibits pattern across the majority of the domain (-------$u$; -----$v$).
formation. In the case of embryology, they suggest a two-step morphogenetic process. In the first step a simple pattern of diffusion coefficients is set up, which then regulates the pattern formation properties of the more complicated reaction–diffusion system. Our analysis shows how such a hierarchy of mechanisms may result in the isolation of pattern within a domain. One possible application of these results is suggested by recent experiments by Wolpert and Hornbruch (1990) which show that in the chick limb bud the cartilage rudiment of the humerus is isolated largely in the anterior portion of the domain. When applied to predator–prey interactions, our results suggest that a small localized increase in the dispersal rate of either species could cause dramatic global alterations in the population, due to the propagation of the environmental perturbation throughout the domain. These examples illustrate that environmental inhomogeneity could be an important regulator of biological and ecological pattern formation.
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APPENDIX

Here, we show that in the case $s_j \in \mathbb{R}$ and $\alpha_j = i\phi_j$, with $\phi_j \in \mathbb{R}$ ($j = 1, 2$), the forms given in (15) for $X_\nu$ and $X_0$ on $[0, \xi)$ imply that these functions have at most one turning point on $(0, \xi)$, and that when this exists, its distance from $\xi$ is $O(\epsilon^{-1/2})$ as the scale parameter $\gamma \to \infty$. For simplicity we consider only $X_\nu$, and drop the superscripts; without loss of generality we assume that $\phi_2 > \phi_1$.

From (15), $X'_\nu = 0$ if and only if either $x = 0$ (so that the zero flux boundary condition is satisfied) or:

$$f(x) = \frac{\sinh \phi_2 x}{\sinh \phi_1 x} \left( \frac{\Gamma_u + s_1 \Gamma_u}{\Gamma_u + s_2 \Gamma_u} \phi_1 \cosh(\phi_2 \xi) \right)$$

say, and:

$$h(x) = \phi_1 \phi_2 (\text{sech}^2 \phi_1 x - \text{sech}^2 \phi_2 x),$$

which is non-zero on $(0, \infty)$. Moreover $h(0) = 0$, and thus $f'(x) \neq 0$ on $(0, \infty)$. Since we are assuming $\phi_2 > \phi_1$, $f(x)$ therefore increases monotonically from $\phi_2/\phi_1$ to $\infty$ on $[0, \infty)$, and therefore (A1) has one root on $(0, \infty)$ if:

$$\frac{\phi_2}{\phi_1} \leq \left( \frac{\Gamma_u + s_1 \Gamma_u}{\Gamma_u + s_2 \Gamma_u} \right) \phi_1 \cosh(\phi_2 \xi).$$
and no non-zero roots otherwise.

The dispersion relation (11) implies that \( \lambda = O(\gamma) \) as \( \gamma \to \infty \), so that in this limit \( s_1, s_2 = O(1) \), \( \phi_1, \phi_2 = O(\gamma^{1/2}) \), and \( \Gamma_u, \Gamma_v = O(1) \). Here, as usual, the notation \( f=O(g) \) means that \( f\neq o(g) \). Thus for sufficiently large \( \gamma \), \( f(x) \) does have a positive root \( x_{stat} \), which satisfies \( \exp(\gamma^{1/2}\Phi x_{stat}) = K \exp(\gamma^{1/2}\Phi x) + o(1) \). Here:

\[
\Phi = \frac{\phi_2 - \phi_1}{\gamma^{1/2}} \quad \text{and} \quad K = \frac{\phi_1(\Gamma_u + s_1 \Gamma_v)}{\phi_2(\Gamma_u + s_2 \Gamma_v)};
\]

these are both \( O(1) \) as \( \gamma \to \infty \). Therefore:

\[
x_{stat} = \xi + \log K \gamma^{-1/2} + o(\gamma^{-1/2}).
\]

As explained in the main body of the text, diffusion driven instability only occurs in the case (bii) when \( \gamma \geq 100 \); for the isolated pattern shown in Fig. 3a, with \( \xi = 0.5 \) and \( \gamma = 1040 \), \( x_{stat} = 0.485 \).
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