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Abstract. PDE-constrained optimization problems are a class of problems which have attracted
much recent attention in scientific computing and applied science. In this paper, we discuss precon-
ditioned iterative methods for a class of Navier-Stokes control problems, one of the main problems
of this type in the field of fluid dynamics. Having detailed the Oseen-type iteration we use to solve
the problems and derived the structure of the matrix system to be solved at each step, we utilize
the theory of saddle point systems to develop efficient preconditioned iterative solution techniques
for these problems. We also require theory of solving convection-diffusion control problems, as well
as a commutator argument to justify one of the components of the preconditioner.
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1. Introduction. An active field of research in applied mathematics of late has
been that of optimal control problems (see [25]). One of the many areas in which these
problems have considerable applicability is that of fluid dynamics. In this article,
we consider one important such problem within this field, that of the Navier-Stokes
control problem. There has been much previous work on this problem, and we refer
the interested reader to literature such as [2, 3, 6, 7, 10, 11, 13, 21, 26].

The development of effective solvers for the forward Navier-Stokes equations is a
fairly recent development in numerical analysis. In [14], the authors utilized saddle
point theory in combination with a commutator argument to approximate the Schur
complement of the matrix system corresponding to each step of an outer iteration, to
develop a preconditioner for such a problem. We now wish to apply similar strategies
for the problem where the Navier-Stokes equations are not the entire problem, but
are purely the constraints applied when the minimization of some cost functional is
sought.

To solve the Navier-Stokes control problem, we make use of an Oseen-type it-
eration (as discussed in [21]) to deal with the nonlinear terms in the forward and
adjoint equations. We then make use of similar saddle point theory to develop effec-
tive preconditioned iterative methods for the linear system generated by each step of
the outer iteration. We exploit solvers previously developed in [19], as well as a com-
mutator argument, to derive new block diagonal and block triangular preconditioners
for the Navier-Stokes control problem. The author has previously used such strate-
gies to good effect to solve the simpler Stokes control problem in [17] – with some
modifications, we are able to extend this to the more general Navier-Stokes control
problem.

This paper is structured as follows. In Section 2, we introduce the distributed
Navier-Stokes control problem considered, discuss the outer iteration employed, and
state the matrix system we are required to solve at each step of this outer iteration.
In Section 3, we derive two preconditioners for this problem (one block diagonal
and one block triangular), using ideas from saddle point theory, preconditioners for
convection-diffusion control problems and commutator arguments. We discuss the
major operations required to apply these preconditioners in practice. In Section 4, we present numerical results to highlight the performance of our method for two test problems, and in Section 5, we make some concluding remarks and discuss possible extensions of this work.

2. The Navier-Stokes Control Problem. The problem we will consider in this article is the time-independent (distributed) Navier-Stokes control problem, given by

$$\min_{v, u} \frac{1}{2} \|v - \hat{v}\|_{L^2(\Omega)}^2 + \frac{\beta}{2} \|u\|_{L^2(\Omega)}^2$$

s.t. $$-\nu \nabla^2 v + (v \cdot \nabla)v + \nabla p = u, \quad \text{in } \Omega,$$
$$-\nabla \cdot v = 0, \quad \text{in } \Omega,$$
$$v = g, \quad \text{on } \partial \Omega.$$
system at each step of the outer iteration:

\[
\begin{bmatrix}
M & 0 & F^T & B^T \\
0 & 0 & B & 0 \\
F & B^T & -\frac{1}{2}M & 0 \\
B & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
v \\
\lambda \\
\mu \\
p
\end{bmatrix}
= \begin{bmatrix}
\hat{z} + c \\
0 \\
\mu \\
f
\end{bmatrix}
+ \begin{bmatrix}
w \\
0 \\
0 \\
0
\end{bmatrix},
\]

where \( F = \nu K + N \), with \( M \) and \( K \) denoting \( d \times d \) block matrices consisting of standard finite element mass and stiffness matrices on their block diagonals. Furthermore, \( N \) is a matrix denoting convective terms of the type \( \int_{\Omega} (\vec{v} \cdot \nabla \phi_j) \phi_i \, d\Omega \), and \( \vec{w} \) contains terms of the form \( \int_{\Omega} (\phi_i \cdot \nabla \vec{v}) \lambda \, d\Omega \). The vector \( \hat{z} \) contains terms arising from the target state \( \hat{\vec{v}} \).

In this form, the bottom-left of the matrix system corresponds to the forward problem, and the top-right relates to the adjoint problem. Indeed the top two equations are referred to as the \textit{adjoint equations} for the optimal control problem, and the bottom two the \textit{state equations}. The system (2.1) was reached by eliminating the gradient equation \( \beta u - \lambda = 0 \) relating the control and an adjoint variable. The terms corresponding to the cost functional occur on the block diagonal. Equation (2.1) states the form of matrix system for which we will consider preconditioned iterative methods in Section 3.

We note that the Oseen-type iteration we have selected to deal with the nonlinearity of the optimal control problem is not the only option we have to do this. Another possibility is to apply a Newton-type method (see [7, 10, 11, 26] for instance); however we discover that applying such a method causes the \((1, 1)\)-block of the resulting matrix systems to be dominated by convective terms. This is highly problematic when constructing an iterative solver for such a system using our approach, and we therefore conclude that the Oseen iteration strategy presented is the one best suited to our preconditioners.

3. Preconditioners for the Navier-Stokes Control Problem. We now wish to examine how to construct effective preconditioners for the matrix systems arising from the Navier-Stokes control problem. To do this, we exploit the theory of \textit{saddle point systems}, that is matrix systems of the form

\[
\begin{bmatrix}
\Phi & \Psi^T \\
\Psi & -\Theta
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
= \begin{bmatrix}
b_1 \\
b_2
\end{bmatrix},
\]

where \( \Phi \in \mathbb{R}^{m \times m}, \Psi \in \mathbb{R}^{q \times m} \) and \( \Theta \in \mathbb{R}^{q \times q} \), with \( m \geq q \). We refer the interested reader to [1] for a comprehensive review of numerical methods for such systems. It is well known that some effective (ideal) preconditioners for \( \mathcal{A} \) can be represented as [15, 16]

\[
\mathcal{P}_1 = \begin{bmatrix}
\Phi & 0 \\
0 & S
\end{bmatrix}, \quad \mathcal{P}_2 = \begin{bmatrix}
\Phi & 0 \\
\Psi & S
\end{bmatrix}, \quad \mathcal{P}_3 = \begin{bmatrix}
\Phi & 0 \\
\Psi & -S
\end{bmatrix},
\]

where \( S = \Theta + \Psi \Phi^{-1} \Psi^T \) is the (negative) \textit{Schur complement} of the matrix system. A number of results are known to justify this. In more detail, as long as the preconditioned system is nonsingular

\[
\lambda(\mathcal{P}_2^{-1} \mathcal{A}) = \{\pm 1\}, \quad \lambda(\mathcal{P}_3^{-1} \mathcal{A}) = \{1\},
\]
for any choice of $\Theta$, and

$$\lambda(P_1^{-1}A) \in \left\{ 1, \frac{1}{2}(1 \pm \sqrt{5}) \right\},$$

provided $\Theta = 0$. The above results for the case $\Theta = 0$ were shown in [15, 16], and the eigenvalues of $P_2^{-1}A$ and $P_3^{-1}A$ in the general case $\Theta \neq 0$ were proved in [12]. A suitable Krylov subspace method with preconditioner $P_1, P_2$ or $P_3$ is hence an optimal solver, and will converge in 3, 2 and 2 iterations in each case, subject to the appropriate conditions and provided $A$ is invertible [16].

Furthermore, as shown in [17] for instance, provided $\Phi$ and $\Theta$ are symmetric positive definite matrices, the eigenvalues of $P_1^{-1}A$ can be bounded as follows:

$$\lambda(P_1^{-1}A) \in \left[ -1, \frac{1}{2}(1 - \sqrt{5}) \right] \cup \left[ 1, \frac{1}{2}(1 + \sqrt{5}) \right].$$

(3.1)

In general, $\Phi$ and $S$ are not practical preconditioners, so the main step in developing a preconditioner for $A$ of the form $P_1, P_2$ and $P_3$ is constructing effective approximations $\hat{\Phi}$ and $\hat{S}$ to $\Phi$ and $S$, which can be inverted cheaply and feasibly.

Motivated by this saddle point theory, we may therefore rearrange the matrix system (2.1) obtained at each step of the Oseen iteration for the Navier-Stokes control problem. Specifically, we write it as

$$\begin{bmatrix}
M & F^T & B^T & 0 \\
F & -\frac{1}{\beta}M & 0 & B^T \\
B & 0 & 0 & 0 \\
0 & B & 0 & 0
\end{bmatrix} \begin{bmatrix}
v \\ \lambda \\ \mu \\ p
\end{bmatrix} = \begin{bmatrix}
\hat{z} + c \\ d \\ f \\ 0
\end{bmatrix} + \begin{bmatrix}
\hat{w} \\ 0 \\ 0 \\ 0
\end{bmatrix},$$

(3.2)

which is a saddle point system with

$$\Phi = \begin{bmatrix} M & F^T \\ F & -\frac{1}{\beta}M \end{bmatrix}, \quad \Psi = \begin{bmatrix} B & 0 \\ 0 & B \end{bmatrix}, \quad \Theta = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}.$$ 

From now on we denote as $A$ the particular matrix system corresponding to the Navier-Stokes control problem we consider. The preconditioners we derive in this section for this problem will be based upon applying the saddle point theory explained above. Such a strategy has previously been applied to the simpler Stokes control problem by the author in [17].

We spend the majority of this section motivating a block diagonal preconditioner for the matrix system (3.2). We first note that the $(1,1)$-block $\Phi$ of $A$ is itself a saddle point system – specifically, it relates to the matrix system corresponding to the (distributed) convection-diffusion control problem discussed in [19]. It is explained in [19] that the matrix

$$\hat{\Phi} = \begin{bmatrix} M & 0 \\ 0 & \left( F + \frac{1}{\sqrt{\beta}}M \right) M^{-1} \left( F + \frac{1}{\sqrt{\beta}}M \right)^T \end{bmatrix} =: \begin{bmatrix} M & 0 \\ 0 & \hat{S}_{CD} \end{bmatrix}$$

(3.3)

is an effective preconditioner for the matrix $\Phi$.\footnote{It is clear from (3.1) that the “ideal” block diagonal preconditioner should be an effective} We therefore advocate this as a good choice for the $(1,1)$-block of the preconditioner for $A$. We note that, in [17], the
strategy employed for solving the Stokes control problem involved re-arranging the matrix system such that the $(1,1)$-block corresponded to a Poisson control problem, and then approximating this block by preconditioners for Poisson control derived in [20, 29].

In order to develop a good approximation of the Schur complement

$$S = \begin{bmatrix} B & 0 \\ 0 & B \end{bmatrix} \begin{bmatrix} M & FT \\ F & -\frac{1}{\beta} M \end{bmatrix}^{-1} \begin{bmatrix} B^T & 0 \\ 0 & B^T \end{bmatrix}$$

of $A$, we approximate the matrix $\begin{bmatrix} M & FT \\ F & -\frac{1}{\beta} M \end{bmatrix}$ in terms of its $(1,1)$-block and exact Schur complement, and write

$$S \approx \begin{bmatrix} B & 0 \\ 0 & B \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & FM^{-1}F^T + \frac{1}{\beta} M \end{bmatrix}^{-1} \begin{bmatrix} B^T & 0 \\ 0 & B^T \end{bmatrix}$$

$$= \begin{bmatrix} BM^{-1}B^T & 0 \\ 0 & B \left( FM^{-1}F^T + \frac{1}{\beta} M \right)^{-1} B^T \end{bmatrix}.$$ Of course, due to the fact that $B$ is rectangular and therefore non-invertible, the matrices $BM^{-1}B^T$ and $B \left( FM^{-1}F^T + \frac{1}{\beta} M \right)^{-1} B^T$ cannot be used directly within the approximation of the Schur complement – we must therefore introduce approximations of these matrices. It is however well established that $BM^{-1}B^T$ may be approximated effectively by $K_p$ (see [9, Chapter 8]), so we utilize this within our block diagonal preconditioner.$^4$

We now consider how best to approximate the matrix $B \left( FM^{-1}F^T + \frac{1}{\beta} M \right)^{-1} B^T$. We do this by applying a commutator argument as stated below.$^5$

The argument starts by examining the following commutator:

$$E = (L)\nabla - \nabla(L)_p,$$

where $L = (-\nu \nabla^2 + \bar{v} \cdot \nabla) \cdot (-\nu \nabla^2 + \bar{v} \cdot \nabla)^T + \frac{1}{\beta} I$. The key assumption we use is that $E$ is small. The operator $L$ is carefully chosen to give us a matrix that we can use to approximate $\Sigma := B \left( FM^{-1}F^T + \frac{1}{\beta} M \right)^{-1} B^T$.

We next discretize this commutator using finite elements to obtain

$$E_h = (M^{-1}L)M^{-1}B^T - M^{-1}B^T(M_p^{-1}L_p) \approx 0,$$  \hspace{1cm} (3.4)

approximation of $\Phi$. The main step required to show that our choice of approximation $\tilde{\Phi}$ is a potent one is to prove, as in [19], that the eigenvalues of the preconditioned Schur complement of $\Phi$ are given as follows:

$$\lambda \left( \left[ \left( F + \frac{1}{\sqrt{\beta}} M \right) M^{-1} \left( F + \frac{1}{\sqrt{\beta}} M \right)^T \right]^{-1} \left[ FM^{-1}F^T + \frac{1}{\beta} M \right] \right) \in [\frac{1}{2}, 1],$$

and hence that $\left( F + \frac{1}{\sqrt{\beta}} M \right) M^{-1} \left( F + \frac{1}{\sqrt{\beta}} M \right)^T$ is an effective Schur complement approximation.

$^4$We may argue that $BM^{-1}B^T \approx K_p$ as follows: on the continuous level, it is clear that $-\nabla \cdot \nabla = -\nabla^2$. As in the finite element space $K_p$, for the operator $-\nabla^2$, $B$ relates to the negative of the divergence operator, $B^T$ represents the gradient operator and $M$ corresponds to the identity operator, the approximation of $K_p$ by $BM^{-1}B^T$ is a natural one.

$^5$This is a very similar argument to that used by the author for the less general and simpler Stokes control problem in [17].
where \( L = FM^{-1}F^T + \frac{1}{\beta} M \). Note that we have carried over to the discrete space our assumption that the commutator is small. Pre-multiplying (3.4) by \( BL^{-1} M \) and post-multiplying by \( L_p^{-1} M_p \), where \( L_p = F_p M_p^{-1} F_p^T + \frac{1}{\beta} M_p \), then gives that \( BM^{-1} B^T L_p^{-1} M_p \approx BL^{-1} B^T \). We then use that \( BM^{-1} B^T \approx K_p \) and substitute in the expressions for \( L \) and \( L_p \) to give

\[
\Sigma = B \left( FM^{-1}F^T + \frac{1}{\beta} M \right)^{-1} B^T \approx K_p \left( F_p M_p^{-1} F_p^T + \frac{1}{\beta} M_p \right)^{-1} M_p
\]

\[
\Rightarrow \Sigma^{-1} \approx M_p^{-1} \left( F_p M_p^{-1} F_p^T + \frac{1}{\beta} M_p \right) K_p^{-1} = M_p^{-1} F_p M_p^{-1} F_p^T K_p^{-1} + \frac{1}{\beta} K_p^{-1}.
\]

This commutator argument therefore generates a desired approximation to be used in our preconditioner for \( A \). We highlight that an argument of the above type was used by Cahouet and Chabard in [5] for the forward Stokes equations, and therefore preconditioners of this form are commonly referred to as Cahouet-Chabard preconditioners.

We may use the result of this argument to approximate the Schur complement of \( A \) by

\[
\hat{S} := \begin{bmatrix} K_p & 0 \\ 0 & \left( M_p^{-1} F_p M_p^{-1} F_p^T K_p^{-1} + \frac{1}{\beta} K_p^{-1} \right)^{-1} \end{bmatrix} =: \begin{bmatrix} K_p & 0 \\ 0 & \hat{S}_{NS,1}^{-1} \end{bmatrix}.
\]

Therefore, putting all the pieces together, we may write a proposed preconditioner \( P_D \) for \( A \) as \( \text{blkdiag} \left( \hat{\Phi}, \hat{S} \right) \), i.e.

\[
P_D = \begin{bmatrix} M & 0 & 0 \\ 0 & \left( F + \frac{1}{\sqrt{\beta}} M \right)^{-1} \left( F + \frac{1}{\sqrt{\beta}} M \right)^T & 0 & 0 \\ 0 & 0 & K_p & 0 \\ 0 & 0 & 0 & \hat{S}_{NS,1}^{-1} \end{bmatrix}.
\]

We note that, due to the non-symmetry of the matrix \( M_p^{-1} F_p M_p^{-1} F_p^T K_p^{-1} \), this is not a symmetric preconditioner, despite the fact that \( A \) is itself symmetric. We are therefore not able to use a symmetric solver with this preconditioner, and would instead need to use a solver such as GMRES [23] with the preconditioner \( P_D \).

We note that the above commutator argument is a heuristic approach, and due to the non-symmetry of the matrix approximation generated it would be very difficult to analyze in great detail. In Figure 3.1 we provide eigenvalue plots for the matrix \( \left( M_p^{-1} F_p M_p^{-1} F_p^T K_p^{-1} + \frac{1}{\beta} K_p^{-1} \right) \left( B \left( FM^{-1}F^T + \frac{1}{\beta} M \right)^{-1} B^T \right) \), for small matrix systems arising from the final Oseen iteration applied to Problem 1 as stated in Section 4. Plots are given for a range of \( \beta \) and Reynolds numbers \( \text{Re} \). The matrix we consider for our plots is equal to \( \Sigma \) preconditioned by our approximation of \( \Sigma \). In these plots, we omit the zero eigenvalue resulting from the vector of ones belonging to the nullspace of \( B^T \), as well as the largest eigenvalue. The reason for this latter omission is that we find there is a single eigenvalue of this matrix of much larger magnitude than the others – identifying a way of isolating and removing this very large eigenvalue would improve our approximation. We find however that the remainder of the eigenvalues are well clustered for a range of parameters, and that an individual eigenvalue is unlikely to greatly delay convergence of a Krylov subspace method.
This fact also means that we could create a block triangular preconditioner for the matrix $\mathcal{A}$, without imposing further restrictions on the solvers we could use it with. We therefore now derive such a block triangular preconditioner. We start by
approximating Φ with the non-symmetric matrix
\[
\begin{bmatrix}
  M & 0 \\
  F & -\left( F + \frac{1}{\sqrt{\beta}} M \right) M^{-1} \left( F + \frac{1}{\sqrt{\beta}} M \right)^T \\
\end{bmatrix},
\]
which is motivated by the saddle point theory as discussed previously, and is detailed in [19].

When approximating the Schur complement of \( A \) for this block triangular preconditioner, we may write
\[
\begin{bmatrix}
  B & 0 \\
  0 & B \\
\end{bmatrix}
\begin{bmatrix}
  M & F^T \\
  F & -\frac{1}{\beta} M \\
\end{bmatrix}^{-1}
\begin{bmatrix}
  B^T & 0 \\
  0 & B^T \\
\end{bmatrix}
\approx
\begin{bmatrix}
  B & 0 \\
  0 & B \\
\end{bmatrix}
\begin{bmatrix}
  M & 0 \\
  F & -\hat{S}_{CD}^{-1} \\
\end{bmatrix}^{-1}
\begin{bmatrix}
  B^T & 0 \\
  0 & B^T \\
\end{bmatrix}
= \begin{bmatrix}
  BM^{-1}B^T & 0 \\
  B\hat{S}_{CD}^{-1}FM^{-1}B^T & -B\hat{S}_{CD}^{-1}B^T \\
\end{bmatrix}
\approx
\begin{bmatrix}
  \hat{S}_{CD}^{-1}BM^{-1}B^T & 0 \\
  B\hat{S}_{CD}^{-1}FM^{-1}B^T & -\hat{S}_{NS,2}^{-1} \\
\end{bmatrix},
\]
where \( \hat{S}_{CD} \) is as defined in (3.3), and
\[
\hat{S}_{NS,2} := M_p^{-1}F_pM_p^{-1}F_p^TK_p^{-1} + \frac{1}{\beta}K_p^{-1} + \frac{1}{\sqrt{\beta}}M_p^{-1}(F_p + F_p^T)K_p^{-1}.
\]
As for the block diagonal preconditioner, we use the fact that \( BM^{-1}B^T \approx K_p \).

We then take \( \mathcal{L} = \left( -\nu \nabla^2 + \vec{v} \cdot \nabla + \frac{1}{\sqrt{\beta}} I \right) \cdot \left( -\nu \nabla^2 + \vec{v} \cdot \nabla + \frac{1}{\sqrt{\beta}} I \right)^T \) in the above commutator argument to obtain that \( B\hat{S}_{CD}^{-1}B^T \approx \hat{S}_{NS,2}^{-1} \).

Putting all the pieces together, we may postulate that
\[
\mathcal{P}_T = \begin{bmatrix}
  M & 0 & 0 & 0 \\
  F & -\hat{S}_{CD} & 0 & 0 \\
  B & 0 & K_p & 0 \\
  0 & B & B\hat{S}_{CD}^{-1}FM^{-1}B^T & -\hat{S}_{NS,2}^{-1} \\
\end{bmatrix}
\]
is an appropriate choice of a block triangular preconditioner for \( A \). We may incorporate this into an iterative method such as GMRES.

Having derived our two proposed preconditioners \( \mathcal{P}_D \) and \( \mathcal{P}_T \), we now examine the dominant processes required to apply the inverses of these preconditioners – we of course do not invert any of the matrices exactly, but instead approximate them. We approximate the inverse of a mass matrix by Chebyshev semi-iteration as discussed in [28], and we deal with the matrix \( K_p \) by using an algebraic multigrid (AMG) routine HSL_MI20 from the Harwell Subroutine Library (HSL) [4]. Whenever the matrix \( F + \frac{1}{\sqrt{\beta}} M \) or its transpose appears, we also use the same AMG routine, but we note that, for flows with a very large Reynolds number (which is a harder problem numerically due to dominant convective terms within the matrix), we would need
to apply a more specialized multigrid routine, such as that described in [22] for the forward convection-diffusion problem.

Below we detail the dominant operations required to approximate $P_D^{-1}$ (for this we view $P_D$ as a $4 \times 4$ block matrix, and refer to the blocks as such):

- (1, 1): 1 Chebyshev semi-iteration for $M$
- (2, 2): 2 multigrid operations: 1 for $F + \frac{1}{\sqrt{\beta}} M$ and 1 for its transpose
- (3, 3): 1 multigrid operation for $K_p$
- (4, 4): 1 multigrid operation for $K_p$, and 2 Chebyshev semi-iterations for $M_p$
- **Total**: 3 Chebyshev semi-iterations and 4 multigrids (2 dealing with terms involving convection).

We similarly detail the dominant operations required to approximate $P_T^{-1}$:

- (1, 1): 1 Chebyshev semi-iteration for $M$
- (2, 2): 2 multigrid operations: 1 for $F + \frac{1}{\sqrt{\beta}} M$ and 1 for its transpose
- (3, 3): 1 multigrid operation for $K_p$
- (4, 3): 1 Chebyshev semi-iteration for $M_p$, and 2 multigrid operations: 1 for $F + \frac{1}{\sqrt{\beta}} M$ and 1 for its transpose
- (4, 4): 1 multigrid operation for $K_p$, and 3 Chebyshev semi-iterations for $M_p$
- **Total**: 5 Chebyshev semi-iterations and 6 multigrids (4 dealing with terms involving convection).

We note that a single application of the inverse of $P_T$ is hence more expensive than an application of the inverse of $P_D$, and therefore a fixed number of GMRES iterations will be cheaper when used with the preconditioner $P_D$. We also comment that one convenient feature of both preconditioners is that one never has to invert the matrices $F_p$ or $F_T^p$ exactly. When they appear in the preconditioners, a matrix multiply is involved rather than an inversion – this is a positive aspect of our preconditioners as these matrices may contain large convective terms, and hence applying a multigrid routine to them may be troublesome numerically.

We will demonstrate the potential effectiveness of both proposed preconditioners in the next section. We will use the GMRES method to show this, but we note that other methods, such as BiCGStab [27], could also be applied.

4. Numerical Results. In this section, we test our proposed solvers on the following two examples:

- **Problem 1:** We consider the following optimal control variant of the lid-driven cavity problem:

\[
\begin{align*}
\min_{\mathbf{v}, \mathbf{u}} & \quad \frac{1}{2} \lVert \mathbf{v} \rVert_{L_2(\Omega)}^2 + \frac{\beta}{2} \lVert \mathbf{u} \rVert_{L_2(\Omega)}^2 \\
\text{s.t.} & \quad -\nu \nabla^2 \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} + \nabla p = \mathbf{u}, \quad \text{in } \Omega := [-1, 1]^2, \\
& \quad -\nabla \cdot \mathbf{v} = 0, \quad \text{in } \Omega, \\
& \quad \mathbf{v} = \begin{cases} 
[1, 0]^T & \text{on } [-1, 1] \times \{1\}, \\
[0, 0]^T & \text{on } \partial \Omega \setminus ([-1, 1] \times \{1\}). 
\end{cases}
\end{align*}
\]

\(^6\)In the case of high Reynolds number flow, the problem may require strategies such as stabilization as well, which would be taken account of within the multigrid routine. As this is a specialized subject area, with the appropriate stabilization technique highly dependent on the type of finite elements used to solve the problem, we do not investigate this in this article, but instead provide a more general picture of the strategies required to solve this problem.
Problem 2: We consider a target state involving a recirculating wind near to the boundary and zero velocity near the centre of the domain, with the problem statement as follows:

\[
\begin{align*}
\min_{\mathbf{v}, \mathbf{u}} & \quad \frac{1}{2} \| \mathbf{v} - \mathbf{\hat{v}} \|_{L^2(\Omega)}^2 + \frac{\beta}{2} \| \mathbf{u} \|_{L^2(\Omega)}^2 \\
\text{s.t.} & \quad -\nu \nabla^2 \mathbf{v} + (\mathbf{v} \cdot \nabla)\mathbf{v} + \nabla p = \mathbf{u}, \quad \text{in } \Omega := [-1, 1]^2, \\
& \quad -\nabla \cdot \mathbf{v} = 0, \quad \text{in } \Omega, \\
& \quad \mathbf{v} = \mathbf{\hat{v}}, \quad \text{on } \partial \Omega,
\end{align*}
\]

where

\[
\mathbf{\hat{v}} = \begin{cases} 
\left[ \frac{1}{2} x_2 (1 - x_1^2), -\frac{1}{2} x_1 (1 - x_2^2) \right]^T 
& \text{if } x_1^2 + x_2^2 \geq \frac{1}{2}, \\
[0, 0]^T 
& \text{otherwise},
\end{cases}
\]

and \( \mathbf{x} = [x_1, x_2]^T \) denotes the spatial coordinates.

We present solution plots for these problems in Figures 4.1 and 4.2. We solve these problems iteratively with an outer iteration tolerance of \( 10^{-5} \) (we measure convergence using the ratio of the vector 2-norm of the difference between the current and previous iterates for \( \mathbf{v} \) divided by the vector 2-norm of the previous iterate for \( \mathbf{v} \)) and with a GMRES tolerance of \( 10^{-6} \). When applying our preconditioners, we use 20 steps of Chebyshev semi-iteration whenever we need to approximate the inverse of a mass.
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Table 4.1
Top: Number of outer iterations (in blue) and average number of GMRES iterations per outer iteration (rounded to the nearest integer) when solving Problem 1 with preconditioner $P_D$, for a variety of $h$ and $\beta$, and with $Re = 50$. Bottom: Average CPU times (in seconds) for the same values.

<table>
<thead>
<tr>
<th>$P_D$</th>
<th>$\beta$</th>
<th>$h = 2^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>10^{-1}</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 4.2
Number of outer iterations (in blue) and average number of GMRES iterations per outer iteration (rounded to the nearest integer) when solving Problem 1 with preconditioner $P_D$, for a variety of $\beta$ and $Re$, and with $h = 2^{-5}$.

matrix, and 2 V-cycles of the AMG routine from the Harwell Subroutine Library [4] when approximating the inverses of all other matrices. In order to construct the relevant finite element matrices, we use and modify code from the Ifiss software system [8, 24], from which we also modify the version of the GMRES code for solving our problems.

We wish to test the performance of our methods for different values of $h$ (which we define to be the mesh-size between $Q_2$-nodes), regularization parameter $\beta$ and viscosity $\nu$. We define the Reynolds number of the flow we consider to be $Re := \nu$, as we are working on a domain of length scale 2. In Table 4.1, we fix the value of $Re$ to be 50, and test our preconditioner $P_D$ on Problem 1 for a variety of $h$ and $\beta$. We display the number of Oseen iterations (with our initial guess the solution

---

7 All results are obtained using a tri-core 2.5 GHz workstation.
### Table 4.3

Top: Number of outer iterations (in blue) and average number of GMRES iterations per outer iteration (rounded to the nearest integer) when solving Problem 1 with preconditioner $\mathcal{P}_T$, for a variety of $h$ and $\beta$, and with $Re = 50$. Bottom: Average CPU times (in seconds) for the same values.

<table>
<thead>
<tr>
<th>$\mathcal{P}_T$</th>
<th>$\beta$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
<th>$10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re = 50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2^{-3}$</td>
<td>$h$</td>
<td>5</td>
<td>45</td>
<td>5</td>
<td>30</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>$2^{-4}$</td>
<td></td>
<td>5</td>
<td>61</td>
<td>4</td>
<td>41</td>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>$2^{-5}$</td>
<td></td>
<td>5</td>
<td>72</td>
<td>4</td>
<td>59</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>$2^{-6}$</td>
<td></td>
<td>5</td>
<td>86</td>
<td>4</td>
<td>68</td>
<td>3</td>
<td>52</td>
</tr>
<tr>
<td>$2^{-7}$</td>
<td></td>
<td>5</td>
<td>113</td>
<td>4</td>
<td>82</td>
<td>3</td>
<td>64</td>
</tr>
</tbody>
</table>

### Table 4.4

Number of outer iterations (in blue) and average number of GMRES iterations per outer iteration (rounded to the nearest integer) when solving Problem 1 with preconditioner $\mathcal{P}_T$, for a variety of $\beta$ and $Re$, and with $h = 2^{-5}$.

<table>
<thead>
<tr>
<th>$\mathcal{P}_T$</th>
<th>$\beta$</th>
<th>$1$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = 2^{-5}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re</td>
<td></td>
<td>1</td>
<td>3</td>
<td>143</td>
<td>3</td>
<td>136</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4</td>
<td>130</td>
<td>3</td>
<td>102</td>
<td>3</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>7</td>
<td>105</td>
<td>5</td>
<td>72</td>
<td>4</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>8</td>
<td>88</td>
<td>5</td>
<td>65</td>
<td>4</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>12</td>
<td>84</td>
<td>6</td>
<td>60</td>
<td>5</td>
<td>39</td>
</tr>
</tbody>
</table>

In Tables 4.1–4.6, the numbers in brackets and labelled * correspond to values where the AMG routine used does not work, due to the presence of positive off-diagonal entries. We use direct solves for such matrices in place of a multigrid routine. We note that this only applies in the case where $h$ is large and $\beta$ is small, which is not an interesting parameter regime in practice.
Fig. 4.2. Solution plots for velocity $\mathbf{v}$, pressure $p$ and adjoint $\lambda$ for Problem 2, with $\beta = 1$ and $Re = 200$.

From the tables, we first note that the number of outer (Oseen/Picard) iterations is reasonable for all parameter values tested (though the number rises as the Reynolds number is increased), so we believe our choice of this outer iteration is an appropriate one for these problems. Looking at the average number of GMRES iterations and CPU times in Tables 4.1 and 4.3, we note a benign dependence on $h$ when using our solvers, though we believe that the increase in iteration numbers as $h$ decreases is reasonable, as the size of the matrix system increases by roughly a factor of 4 as $h$ is halved. Our methods also perform better as $\beta$ and $\mu$ are decreased, as shown in Tables 4.2 and 4.4. The decrease in iteration numbers as $\mu$ is decreased (i.e. for higher Reynolds numbers) is in some sense surprising, though we point out that the accuracy of the finite element solution is likely to be worse in these cases for a fixed $h$.

In Tables 4.5 and 4.6, we display the iteration numbers taken to solve Problem 2 using preconditioners $P_D$ and $P_T$, for a range of $h$, $\beta$ and Re. We see that for this harder problem, the iteration numbers are slightly larger, but all are still reasonable given the complexity of the problem.

From the results obtained, we observe that our two solvers involving the preconditioners $P_D$ and $P_T$ perform quite similarly. However, it appears that, although the block triangular preconditioner $P_T$ consistently solves the problem in fewer iterations, the block diagonal preconditioner $P_D$ does so in lower CPU time for the majority of

---

9We also note that beyond values of $Re \approx 200$, the AMG routine used begins to struggle due to the dominant convective terms within the relevant matrices, so a more sophisticated multigrid routine would need to be employed.
parameter values studied. This is due to the larger number of operations required to apply the preconditioner $\mathcal{P}_T$, as detailed in the previous section. Importantly however, we have demonstrated that solving a number of complicated Navier-Stokes control problems is feasible for a range of parameter values using either of our methods, and we believe that the iteration numbers obtained are satisfactory considering the complexity of the problem. To illustrate the importance of developing such feasible iterative methods for Navier-Stokes control, we compare direct and iterative solution strategies in Table 4.7 – here it is shown that our method gives solutions in reasonable times for matrix systems which are sufficiently large that direct methods
fail when attempting to solving them.

5. Conclusions and Possible Extensions. In this article, we have discussed, derived and tested preconditioned iterative methods for the time-independent distributed Navier-Stokes control problem. From an applications point-of-view, it is highly desirable to develop solvers such as these which are not only feasible, but efficient and rapid given the complexity of the problem. We have motivated our solvers using saddle point theory, preconditioners for the simpler convection-diffusion control problem, and commutator arguments to approximate complex matrices in a computationally cheap way. Promising numerical results indicate the feasibility and effectiveness of our proposed solution strategies.

There are a number of possible extensions to this work. One is to consider solving this problem using a Newton iteration. For this problem, one would need to develop ways of dealing with convection-dominated terms within the $(1,1)$-block of the saddle point system, possibly using a radically different strategy to that discussed in this paper. However, if this could be done, it would be very worthwhile, due to the more reliable convergence of the outer iteration which will result. It would also be useful to adapt this strategy to problems with Neumann boundary conditions involved, in particular boundary control variants of this problem, or such problems involving additional inequality constraints on the states or control. Finally, one could consider the time-dependent analogue of the Navier-Stokes control problem, perhaps using strategies based on those applied to problems involving the optimal control of the heat equation in [18] for instance. Finding efficient solvers for such a time-dependent problem would be a development of considerable practical interest and a useful extension to this research.
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