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Abstract. We consider the efficient solution of the modified Cahn-Hilliard equation for binary image inpainting using convexity splitting, which allows an unconditionally gradient stable time-discretization scheme. We look at a double-well as well as a double obstacle potential. For the latter we get a non-linear system for which we apply a semi-smooth Newton method combined with a Moreau-Yosida regularization technique. At the heart of both methods lies the solution of large and sparse linear systems. We introduce and study block-triangular preconditioners using an efficient and easy to apply Schur complement approximation. Numerical results indicate that our preconditioners work very well for both problems and show that qualitatively better results can be obtained using the double obstacle potential.
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1. Introduction. Image inpainting is the process of filling in missing or damaged parts of images based on information from surrounding areas. Bertalino et al. [3] introduced image inpainting for digital image processing. Their model is based on nonlinear PDEs. A number of variational- and PDE-based approaches have been considered, like the total variation (TV) model [48, 47, 41, 42], Eulers elastica model [11, 49, 35], the active contour model based on Mumford and Shahs segmentation [51], the inpainting scheme based on the Mumford-Shah-Euler image model [20], inpainting with the Navier-Stokes equation [2] or wavelet-based inpainting [12, 15].

Second order variational inpainting methods have drawbacks as in the connection of edges over large distances or the smooth propagation of level lines into the damaged domain, see e.g. [46]. A new approach in the class of fourth order inpainting is the application of a modified Cahn-Hilliard equation, proposed by Bertozzi et al. [5, 4].

The Cahn-Hilliard equation is a PDE of fourth order, which is used in materials science [37, 26], image processing [16] and chemistry [56]. It was originally introduced to model phase separation in binary alloys [31, 10] and follows the evolution of a function $u(x)$ known as the order parameter, which smoothly varies between the values 0 and 1 across an interface. This represents the two different phases or especially in this work the colours black and white.
Phase separation is modelled either by a smooth free energy, e.g. double-well potentials [17] such as
\[ \psi_s(u) := u^2(u - 1)^2, \tag{1.1} \]
logarithmic potentials [13], or by non-smooth double obstacle potentials [6, 7] such as
\[ \psi_{ns}(u) := \begin{cases} \frac{1}{2}u(1 - u), & 0 \leq u \leq 1 \\ \infty, & \text{otherwise} \end{cases}. \tag{1.2} \]

The Cahn-Hilliard equation combined with an additional fidelity term acting on the known parts of an image provides a nice tool for binary image inpainting. The smoothing property of the standard Cahn-Hilliard equation allows a natural connection of the contours across damaged parts. In particular, one can control this connection subject to the size of the damaged region by the interfacial parameter \( \varepsilon \). The additional fidelity term keeps the new image close to the original one in those parts where picture information is available.

So far, we have observed only the use of double-well potentials for Cahn-Hilliard inpainting [27, 4, 9]. We additionally consider the non-smooth one in (1.2) and will show that qualitatively better results can be obtained using the latter, see Section 7.2. Moreover, using this potential, we can control the restriction \( 0 \leq u \leq 1 \) more precisely. All in all, we consider the efficient solution of Cahn-Hilliard inpainting with respect to preconditioning for both types of potential.

For image inpainting, efficient numerical schemes for higher-order methods are an active area of research. As discussed in [11], one of the most interesting open problems in digital inpainting is, in fact, the fast and exact digital realization. In the case of Cahn-Hilliard inpainting, Bertozzi et al. proposed a semi-implicit time discrete scheme, the so called convexity splitting [54, 46], that is guaranteed to be unconditionally stable [5]. The convexity splitting was originally introduced by Elliott and Stuart [18] and is often attributed to Eyre [21, 22]. For the space discretization, a common way is the use of a Fast-Fourier-Transform (FFT) method to compute the finite differences for the derivatives, see e.g. [27, 5, 9]. We are not focussed on FFT but we compare our proposed technique with the use of FFT methods in Section 7.1. We apply the idea of convexity splitting, propose a splitting of the fourth order operator into two second order ones and the use of finite elements for the discretization in space, as adopted in our previous work [8]. Using the non-smooth potential, we additionally have to take care of the non-smoothness and nonlinearity for which we suggest a semi-smooth Newton method [32, 52, 34, 8].

As we show in the course of this paper the solution of a linear system \( Ax = b \) with \( A \) being a real, sparse matrix is at the heart of our method for both variants, using the smooth and non-smooth potential. For huge linear systems the application of direct solvers such as UMFPACK [14] becomes infeasible. As a result iterative methods have to be employed (see e.g. [28, 44] for introductions to this field). We propose the use of Krylov subspace solvers. The convergence behaviour of the iterative scheme typically depends on the conditioning of the problem and the clustering of the eigenvalues. These properties can be enhanced using preconditioning techniques \( P^{-1}Ax = P^{-1}b \), where \( P \) is an invertible matrix that is easy to invert and resembles \( A \). In this paper, we provide an efficient preconditioner \( P \) for the solution of the smooth and non-smooth modified Cahn-Hilliard equation using an effective Schur complement approximation and (algebraic) multigrid developed for elliptic systems [23, 44, 43].
The paper is organized as follows. In Section 2 we derive the time-discrete numerical Cahn-Hilliard inpainting scheme for the non-smooth potential (the smooth version with the double-well potential follows analogously). We consider in Section 3 a semi-smooth Newton (SSN) method to solve the regularized subproblems and show superlinear convergence in function space. We derive the linear systems arising from a discretization using finite elements in Section 4. In Sections 5–6, we analyse the linear systems for the double-well as well as double obstacle potential, respectively, and propose preconditioning strategies. Section 7 illustrates the competitiveness of our preconditioners for both problem setups. Section 8 summarizes our findings.

2. The modified Cahn-Hilliard equation. The Cahn-Hilliard equation is derived as the $H^{-1}$-gradient flow of the Ginzburg-Landau energy

$$ E(u) = \int_{\Omega} \frac{\gamma \varepsilon}{2} |\nabla u|^2 + \frac{1}{\varepsilon} \psi(u) \, dx, $$

where $\varepsilon > 0$ is proportional to the thickness of the interfacial region and $\gamma > 0$ is a constant related to the interfacial energy density. As mentioned in the introduction, $\psi(u)$ can be the double-well potential in (1.1), see e.g. [17], or the non-smooth double obstacle potential in (1.2) as in [6, 7]. Existence and uniqueness of weak solutions was shown in [19] and [6] for both problem setups.

Now, we formulate the modified version of the non-smooth Cahn-Hilliard equation for the inpainting problem. Let $f(x)$ be a given binary image in a domain $\Omega$ and $D \subset \Omega$ the inpainting domain (damaged or missing parts). Then the variable $u(x,t)$ evolves in time to become a fully inpainted version of $f(x)$ under the following system:

$$ \partial_t u = -\Delta(\gamma \varepsilon \Delta u - \frac{1}{\varepsilon}(\psi'_0(u) + \mu)) + \omega(x)(f - u) \quad (2.1) $$

$$ \mu \in \partial \beta_{[0,1]}(u) \quad (2.2) $$

$$ 0 \leq u \leq 1 \quad (2.3) $$

$$ \frac{\partial u}{\partial n} = \frac{\partial \Delta u}{\partial n} = 0 \quad \text{on } \partial \Omega, \quad (2.4) $$

where

$$ \omega(x) = \begin{cases} 0, & \text{if } x \in D \\ \omega_0, & \text{if } x \in \Omega \setminus D. \end{cases} \quad (2.5) $$

Here we have written $\psi_{ns}$ in (1.2) via the indicator function as

$$ \psi_{ns}(u) = \psi_0(u) + I_{[0,1]}(u), $$

where $\psi_0(u) = \frac{1}{2}u(1-u)$ and $\partial \beta_{[0,1]}(u)$ denotes the subdifferential of the non-smooth part $\beta_{[0,1]}(u) := \int_{\Omega} I_{[0,1]}(u)$ of the energy $E$. The system (2.1)–(2.4) is identical to the standard Cahn-Hilliard equation except for the second term on the right hand side of (2.1), which is the so-called fidelity term that keeps the solution close to the given image $f(x)$ in those areas where image information is available.
The new modified Cahn-Hilliard equation is not strictly a gradient flow. As mentioned in the beginning, the original Cahn-Hilliard equation, (2.1)–(2.4) with $\omega \equiv 0$, is indeed the $H^{-1}$-gradient flow of the energy $E(u)$ while the fidelity term in equation (2.1) is derived as the $L^2$-gradient flow of the energy

$$E_2(u) = \frac{1}{2} \int_\Omega \omega (f - u)^2 \, dx. \quad (2.6)$$

But in total, the modified Cahn-Hilliard equation is neither a gradient flow in $H^{-1}$ nor in $L^2$.

In [5], the authors propose the application of convexity splitting to these energy functionals leading to an efficient numerical scheme which is unconditionally gradient stable.

Before we apply convexity splitting, we handle the pointwise constraints in (2.3) with a Moreau-Yosida regularization technique as in [8, 32]. Instead of the energy functional

$$E(u) = \int_\Omega \frac{\gamma \varepsilon}{2} |\nabla u|^2 + \frac{1}{\varepsilon} (\psi_0(u) + I_{[0,1]}(u)) \, dx \quad (2.7)$$

we consider

$$E_1(u_\nu) = \int_\Omega \frac{\gamma \varepsilon}{2} |\nabla u_\nu|^2 + \frac{1}{\varepsilon} \psi_0(u_\nu) + \frac{1}{2 \nu} |\max(0, u_\nu - 1)|^2 + \frac{1}{2 \nu} |\min(0, u_\nu)|^2 \, dx,$$

such that we obtain

$$\partial_t u_\nu = -\Delta (\gamma \varepsilon \Delta u_\nu - \frac{1}{\varepsilon} \psi_0'(u_\nu) - \theta_\nu(u_\nu)) + \omega(x)(f - u_\nu) \quad (2.8)$$

$$\frac{\partial u_\nu}{\partial n} = \frac{\partial \Delta u_\nu}{\partial n} = 0 \quad \text{on } \partial \Omega, \quad (2.9)$$

where

$$\theta_\nu(u_\nu) := \frac{1}{\nu} \max(0, u_\nu - 1) + \frac{1}{\nu} \min(0, u_\nu)$$

and $0 < \nu \ll 1$ denotes the regularization/penalty parameter.

In the convexity splitting scheme [21, 22, 18, 54, 27, 4, 9], the energy functionals are divided into two parts, respectively – a convex plus a concave one. The convex part is then treated implicitly whilst the concave part is treated explicitly. In our case, we split $E_1(u_\nu)$ as $E_1(u_\nu) = E_{11}(u_\nu) - E_{12}(u_\nu)$, where

$$E_{11}(u_\nu) = \int_\Omega \frac{\gamma \varepsilon}{2} |\nabla u_\nu|^2 + C_1 |u_\nu|^2 + \frac{1}{2 \nu} |\max(0, u_\nu - 1)|^2 + \frac{1}{2 \nu} |\min(0, u_\nu)|^2 \, dx$$

$$E_{12}(u_\nu) = \int_\Omega -\frac{1}{\varepsilon} \psi_0(u_\nu) + C_1 |u_\nu|^2 \, dx$$

as well as $E_2(u_\nu) = E_{21}(u_\nu) - E_{22}(u_\nu)$, where

$$E_{21}(u_\nu) = \int_\Omega \frac{C_2}{2} |u_\nu|^2 \, dx$$

$$E_{22}(u_\nu) = \int_\Omega -\frac{\omega}{2} (f - u_\nu)^2 + \frac{C_2}{2} |u_\nu|^2 \, dx.$$
The constants $C_1$ and $C_2$ are positive and need to be chosen large enough such that the energies $E_{11}(u_\nu), E_{12}(u_\nu), E_{21}(u_\nu)$ and $E_{22}(u_\nu)$ are convex. Therefore, we have to choose $C_1 > 0$ and $C_2 > \omega_0$.

**Remark 2.1.** Note that we do not need the $C_1$-term as $E_{12}(u_\nu)$ is already convex without it. But with respect to the preconditioning we obtain better results by keeping this term.

For this splitting, together with the backward Euler discretization for the time derivative $\partial_t u_\nu$, the resulting time-stepping scheme is:

$$
\frac{u_\nu^{(n)} - u_\nu^{(n-1)}}{\tau} = -\Delta H^{-1}(E_{11}(u_\nu^{(n)}) - E_{12}(u_\nu^{(n-1)})) - \Delta L^2(E_{21}(u_\nu^{(n)}) - E_{22}(u_\nu^{(n-1)})),
$$

where $\Delta H^{-1}$ and $\Delta L^2$ represent the gradient descent with respect to the $H^{-1}$- and $L^2$-inner product, respectively. Here, $\tau > 0$ denotes the time step size and $n \in \mathbb{N}$ the time step. This translates to a numerical scheme of the form

$$
\frac{u_\nu^{(n)} - u_\nu^{(n-1)}}{\tau} + \gamma \varepsilon \Delta^2 u_\nu^{(n)} - C_1 \Delta u_\nu^{(n)} + C_2 u_\nu^{(n)} - \Delta \theta_\nu(u_\nu^{(n)})
= \frac{1}{\varepsilon} \Delta (\psi_0'(u^{(n-1)})) + \omega(f - u^{(n-1)}) - C_1 \Delta u^{(n-1)} + C_2 u^{(n-1)}. \tag{2.10}
$$

By operator splitting, we obtain the weak formulation of (2.10) as

$$
\left(\frac{1}{\tau} + C_2\right)(u_\nu, v) + (\nabla w_\nu, \nabla v) + C_1(\nabla u_\nu, \nabla v)
= (\omega(f - u^{(n-1)}), v) + C_1(\nabla u^{(n-1)}, \nabla v) + \left(\frac{1}{\tau} + C_2\right)(u^{(n-1)}, v) \tag{2.11}
$$

$$
(u_\nu, v) - \gamma \varepsilon(\nabla u_\nu, \nabla v) - (\theta_\nu(u_\nu), v) = \frac{1}{\varepsilon} (\psi_0'(u^{(n-1)}), v) \tag{2.12}
$$

$\forall v \in H^1(\Omega)$, where $u_\nu = u_\nu^{(n)}$ and $w_\nu = w_\nu^{(n)}$. In the following, $(\cdot, \cdot)$ and $(\cdot, \cdot)$ stand for the $L^2(\Omega)$-inner product and the duality pairing of $H^1(\Omega)$ and $H^1(\Omega)^*$, respectively.

**Remark 2.2.** Using the double-well potential, the authors proved in [4] global existence and uniqueness of a weak solution of the modified continuous fourth-order system. Moreover, in [9] the existence of a weak solution of the stationary equation for this system is shown. The application of the convexity splitting scheme leads to the conditions $C_1 > \frac{1}{\varepsilon}$ and $C_2 > \omega_0$. In [9], the authors proved that this time-stepping scheme is unconditionally stable in the sense that the numerical solution $u^{(n)}$ is uniformly bounded on a finite time interval. Moreover, the discrete solution converges to the exact solution of the continuous fourth-order system as $\tau \to 0$. These properties make the time-discrete scheme a stable and reliable discrete approximation of the continuous fourth-order equation.
3. Semi-smooth Newton method. We apply the function space-based algorithm motivated in [32, 8] for solving the non-smooth time-discrete Cahn-Hilliard problem. For a specified sequence $\nu \to 0$ we solve the optimality system (2.11)–(2.12), compactly written as

$$F_{\nu}(u_{\nu}, w_{\nu}) = (F_{\nu}^{(1)}(u_{\nu}, w_{\nu}), F_{\nu}^{(2)}(u_{\nu}, w_{\nu})) = 0,$$  

(3.1)

for every $\nu$ by a semi-smooth Newton algorithm. In (3.1), the components are defined by

$$\left\langle F_{\nu}^{(1)}(u, w), v \right\rangle = (\frac{1}{\tau} + C_2)(u, v) + (\nabla w, \nabla v) + C_1(\nabla u, \nabla v)
- (\omega(f - u^{(n-1)}), v) - C_1(\nabla u^{(n-1)}, \nabla v) - (\frac{1}{\tau} + C_2)(u^{(n-1)}, v)$$

$$\left\langle F_{\nu}^{(2)}(u, w), v \right\rangle = (w, v) - \gamma \varepsilon(\nabla u, \nabla v) - (\theta_{\nu}(u), v) - \frac{1}{\varepsilon}(\psi_0'(u^{(n-1)}), v)$$

for all $u, w, v \in H^1(\Omega)$. Due to the presence of the max- and min-operators in the definition of $\theta_{\nu}$, $F_{\nu}$ is not Fréchet-differentiable. However, it satisfies the weaker notion of Newton differentiability, see [33, 32].

**Definition 3.1.** Let $X$ and $Z$ be Banach spaces, $E \subset X$ an open subset. A mapping $F: E \to Z$ is called Newton-differentiable in $U \subset E$ if there exists a family of mappings $G: U \to Z$ such that

$$\lim_{h \to 0} \frac{\|F(x + h) - F(x) - G(x + h)h\|_Z}{\|h\|_X} = 0 \quad \forall x \in U.$$ 

The operator $G$ is called a Newton derivative of $F$ on $U$.

For such mappings, the following convergence result for the (semi-smooth) Newton iteration

$$x^{(k+1)} = x^{(k)} - G(x^{(k)})^{-1}F(x^{(k)}), \quad k = 0, 1, \ldots$$

(3.2)

holds true, where $G$ is a Newton derivative of $F$. For its proof we refer to Theorem 1.1 in [33].

**Theorem 3.2.** Let $x^*$ be a solution of $F(x) = 0$ and suppose that $F: E \subset X \to Z$ is Newton-differentiable in a neighbourhood $U$ of $x^*$ with $\{\|G(x)^{-1}\|_{\mathcal{L}(Z,X)} : x \in U\}$ bounded. Then the sequence $\{x^{(k)}\}_{k \in \mathbb{N}}$ generated by (3.2) converges superlinearly to $x^*$ provided that $\|x^{(0)} - x^*\|_X$ is sufficiently small.

**Lemma 3.3.** The mapping $F_{\nu}: H^1(\Omega) \times H^1(\Omega) \to H^1(\Omega)^* \times H^1(\Omega)^*$ is Newton-differentiable. Furthermore, the operator $G_{\nu}(u, w)$ given by

$$\langle G_{\nu}(u, w)(\delta u, \delta w), (\phi, \psi) \rangle = \left( \begin{matrix} \frac{1}{\tau} + C_2(\delta u, \phi) + (\nabla \delta w, \nabla \phi) + C_1(\nabla \delta u, \nabla \phi) \\ (\delta w, \psi) - \gamma \varepsilon(\nabla \delta u, \nabla \psi) - \frac{1}{\varepsilon}(\chi_{A(u)} \delta u, \psi) \end{matrix} \right)$$

serves as a Newton-derivative for $F_{\nu}$, where $\chi_{A(u)}$ is the characteristic function of the set

$$A(u) := \{x \in \Omega : u(x) > 1 \text{ or } u(x) < 0\}.$$
For the proof we refer to Lemma 5.3 in [32] and Proposition 4.1 in [33]. Because of the explicit treatment of the additionally term \((\omega(f - u^{(n-1)}))\) we do not have to take care of it.

**Lemma 3.4.** The semi-smooth Newton method (3.2) (with \(F\) and \(G\) replaced by \(F_\nu\) and \(G_\nu\)) converges superlinearly to \((u_\nu, w_\nu)\), the solution of (3.1), provided that \(\|((u(0), w(0)) - (u_\nu, w_\nu))\|_{H^1(\Omega) \times H^1(\Omega)}\) is sufficiently small.

**Proof.** First of all, we show that \(G_\nu(u, w)\) is invertible for all \((u, w) \in H^1(\Omega) \times H^1(\Omega)\), i.e. that a unique solution \((\delta u, \delta w) \in H^1(\Omega) \times H^1(\Omega)\) of the following linear system exists

\[
\begin{align*}
(\frac{1}{\tau} + C_2)(\delta u, \phi) + (\nabla \delta w, \nabla \phi) + C_1(\nabla \delta u, \nabla \phi) &= 0 \quad \forall \phi \in H^1(\Omega) \quad (3.3) \\
(\delta w, \phi) - \gamma \varepsilon(\nabla \delta u, \nabla \phi) - \frac{1}{\nu}(\chi_{A(u)} \delta u, \phi) &= 0 \quad \forall \phi \in H^1(\Omega). \quad (3.4)
\end{align*}
\]

Multiplying (3.4) with \(- (\frac{1}{\tau} + C_2)\), testing (3.3) with \(\delta w\), (3.4) with \(\delta u\) and adding the two equations, we obtain

\[
0 = \|\nabla \delta w\|^2 + C_1(\nabla \delta u, \nabla \delta w) + \gamma \varepsilon(\frac{1}{\tau} + C_2) \|\nabla \delta u\|^2 + \frac{1}{\nu}(\frac{1}{\tau} + C_2)(\chi_{A(u)} \delta u, \delta u). \quad (3.5)
\]

Applying Young’s inequality with \(\alpha > 0\) to

\[
(\nabla \delta u, \nabla \delta w) \geq -\alpha \|\nabla \delta u\|^2 - \frac{1}{4 \alpha} \|\nabla \delta w\|^2
\]

yields in (3.5)

\[
0 \geq (1 - \frac{C_1}{4 \alpha}) \|\nabla \delta w\|^2 + (\gamma \varepsilon(\frac{1}{\tau} + C_2) - C_1 \alpha) \|\nabla \delta u\|^2 + \frac{1}{\nu}(\frac{1}{\tau} + C_2)(\chi_{A(u)} \delta u, \delta u) \geq 0,
\]

where we choose \(\alpha \in (0, \frac{\gamma \varepsilon(\frac{1}{\tau} + C_2)}{C_1})\). We obtain \(\|\nabla \delta w\|^2 = \|\nabla \delta u\|^2 = 0\), which implies that \(\delta u\) and \(\delta w\) are constant. Then (3.3) gives \(\delta u = 0\) and finally (3.4) results in \(\delta w = 0\). We have proved that \(G_\nu(u, w)\) is invertible for all \((u, w) \in H^1(\Omega) \times H^1(\Omega)\). Now, we show the boundedness of \(\|G_\nu^{-1}(u, w)\|_{L((H^1(\Omega)^* \times H^1(\Omega)^*)^2)}\) for all \((u, w) \in H^1(\Omega) \times H^1(\Omega)\).

\(G_\nu(u, w)\) is invertible for all \((u, w) \in H^1(\Omega) \times H^1(\Omega)\), i.e. for given \((y_1, y_2) \in H^1(\Omega)^* \times H^1(\Omega)^*\), there exists a unique pair \((\delta u, \delta w) \in H^1(\Omega) \times H^1(\Omega)\), such that

\[
\begin{align*}
(\frac{1}{\tau} + C_2)(\delta u, \phi) + (\nabla \delta w, \nabla \phi) + C_1(\nabla \delta u, \nabla \phi) &= \langle y_1, \phi \rangle \quad \forall \phi \in H^1(\Omega) \quad (3.7) \\
(\delta w, \psi) - \gamma \varepsilon(\nabla \delta u, \nabla \psi) - \frac{1}{\nu}(\chi_{A(u)} \delta u, \psi) &= \langle y_1, \phi \rangle \quad \forall \psi \in H^1(\Omega) \quad (3.8)
\end{align*}
\]

is satisfied. Taking \((\phi, \psi) = (\delta w, \delta u)\) in (3.7)-(3.8) and adding the two equations, we obtain

\[
\gamma \varepsilon(\frac{1}{\tau} + C_2) \|\nabla \delta u\|^2 + \|\nabla \delta w\|^2 = \langle y_1, \delta w \rangle + \langle y_2, \delta u \rangle - C_1(\nabla \delta u, \nabla \delta w) - \frac{1}{\nu}(\chi_{A(u)} \delta u, \delta u) \geq 0
\]

\[
\leq \langle y_1, \delta w \rangle + \langle y_2, \delta u \rangle - C_1(\nabla \delta u, \nabla \delta w).
\]
Using (3.6) with $\alpha \in (0, \frac{\gamma \varepsilon (1 + C_2)}{C_1})$, we get
\[
\left(\gamma \varepsilon \left(\frac{1}{\tau} + C_2\right) - C_1 \alpha\right) \|\nabla \delta u\|^2 + \left(1 - \frac{C_1}{4\alpha}\right) \|\nabla \delta w\|^2 \geq 0
\]
\[
\leq \langle y_1, \delta w \rangle + \langle y_2, \delta u \rangle
\]
\[
\leq \frac{1}{4\beta_1} \left(\|\delta w\|^2 + \|\nabla \delta w\|^2\right) + \frac{1}{4\beta_2} \left(\|\delta u\|^2 + \|\nabla \delta u\|^2\right)
\]
\[
+ C \left(\|y_1\|^2_{H^1(\Omega)^*} + \|y_2\|^2_{H^1(\Omega)^*}\right),
\]
where we used Cauchy-Schwarz’s and Young’s inequality for the last result and the fact that the constant $C > 0$ does not depend on $\delta u$ or $\delta w$. Taking $(\phi, \psi) = (1, 1)$ in (3.7)–(3.8), we get
\[
(\delta u, 1) = \frac{1}{\tau + C_2} \langle y_1, 1 \rangle
\]
\[
(\delta w, 1) = \frac{1}{\nu} \langle \chi_{A(\nu)} \delta u, 1 \rangle - \frac{1}{\tau + C_2} \langle y_2, 1 \rangle.
\]
From (3.10)–(3.11) and (3.9) we obtain by using Poincaré-Friedrichs and again Young’s inequality that
\[
\|(\delta u, \delta w)\|_{H^1(\Omega) \times H^1(\Omega)} \leq C \left(\|y_1\|_{H^1(\Omega)^*} + \|y_2\|_{H^1(\Omega)^*}\right).
\]
For $\max\left(\|y_1\|_{H^1(\Omega)^*}, \|y_2\|_{H^1(\Omega)^*}\right) \leq \beta$ for some constant $\beta > 0$, we consequently have
\[
\left\|G_{\nu}^{-1}(u, w)\right\|_{L((H^1(\Omega)^*), H^1(\Omega)^*}, H^1(\Omega)) \leq \hat{C} \quad \forall (u, w) \in H^1(\Omega) \times H^1(\Omega)
\]
with some constant $\hat{C} > 0$ possibly depending on $\varepsilon, \gamma, \nu, \beta_1, \beta_2, \beta_3$ or $\beta$, but not on $u$ or $w$. Thus $F_{\nu}$ with associated Newton derivative $G_{\nu}$ fulfills the conditions of Theorem 3.2, which completes the proof.

We have shown local superlinear convergence in function space of the semi-smooth Newton method for solving the regularized subproblem (3.1). We now want to discretize the problem in space and then discuss its efficient solution.

4. Finite-element approximation. We discretize (3.1) by finite elements [50]. In the following, we assume for simplicity that $\Omega$ is a polyhedral domain. Generalizations to curved domains are possible using boundary finite elements with curved faces. Let $\{R_h\}_{h>0}$ be a triangulation of $\Omega$ into disjoint open rectangular elements. The use of rectangles is motivated by performing the implementation with deal.II [1]. Furthermore, we define $R_h$ to have maximal element size $h := \max_{R \in R_h} \{\text{diam}(R)\}$ and we set $J_h$ to be the set of nodes of $R_h$ and $p_j \in J_h$ to be the coordinates of these nodes. We approximate the infinite dimensional space $H^1(\Omega)$ by the finite dimensional space
\[
S_h := \{\phi \in C^0(\Omega) : \phi |_R \in Q_1(R) \quad \forall R \in R_h\} \subset H^1(\Omega),
\]
of continuous, piecewise multi-linear functions, where e.g. for dimension 2 we have \( Q_1 = \text{span}\{x^{\alpha_i}y^{\alpha_i} : \alpha_i \in \{0,1\}, i = 1,2\} \) are bilinear. To each \( p_j \in J_h \) we associate the nodal basis function \( \varphi_j \in S_h \) with the property \( \varphi_j(p_i) = \delta_{ij}, i,j = 1,\ldots,N \).

The discretized version of the penalized problem (3.1) consists in finding \( (u_{\nu,h},w_{\nu,h}) \in S_h \times S_h \) such that

\[
\begin{align*}
\langle F^{(1)}_{\nu,h}(u_{\nu,h}, w_{\nu,h}), v_h \rangle &= 0 \quad \forall v_h \in S_h \quad (4.1) \\
\langle F^{(2)}_{\nu,h}(u_{\nu,h}, w_{\nu,h}), v_h \rangle &= 0 \quad \forall v_h \in S_h, \quad (4.2)
\end{align*}
\]

where the components are

\[
\begin{align*}
\langle F^{(1)}_{\nu,h}(u_{\nu,h}, w_{\nu,h}), v_h \rangle &= \left( \frac{1}{\tau} + C_2 \right) (u_{\nu,h},v_h)_h + (\nabla w_{\nu,h}, \nabla v_h) + C_1 (\nabla u_{\nu,h}, \nabla v_h) \\
&- (\omega (f_h - u_h^{(n-1)}),v_h)_h - C_1 (\nabla u_h^{(n-1)}, \nabla v_h) - \left( \frac{1}{\tau} + C_2 \right) (u_h^{(n-1)}, v_h)_h \\
\langle F^{(2)}_{\nu,h}(u_{\nu,h}, w_{\nu,h}), v_h \rangle &= (w_{\nu,h},v_h)_h - \gamma \varepsilon (\nabla u_{\nu,h}, \nabla v_h) - (\theta_{\nu}(u_{\nu,h}), v_h)_h - \frac{1}{\varepsilon} \langle g'(u_h^{(n-1)}), v_h \rangle.
\end{align*}
\]

The semi-inner product \( (\cdot, \cdot)_h \) on \( C_0(\overline{\Omega}) \) is defined by

\[
(g_1,g_2)_h := \int_{\Omega} \pi_h(g_1(x)g_2(x)) \, dx = \sum_{i=1}^{N} (1, \varphi_i) g_1(p_i) g_2(p_i) \quad \forall g_1, g_2 \in C_0(\overline{\Omega}),
\]

where \( \pi_h : C_0(\overline{\Omega}) \to S_h \) is the Lagrange interpolation operator. Within our finite-element framework, for a given \( (u_h, w_h) \in S_h \times S_h \), every step of the semi-smooth Newton method for solving (4.1)–(4.2) requires to compute \( (\delta u_h, \delta w_h) \in S_h \times S_h \) satisfying

\[
\begin{align*}
\left( \frac{1}{\tau} + C_2 \right)(\delta u_h, v_h)_h + (\nabla \delta w_h, \nabla v_h) + C_1 (\nabla \delta u_h, \nabla v_h) &= -F^{(1)}_{\nu,h}(u_h, w_h) \quad (4.3) \\
\gamma \varepsilon (\delta w_h, v_h)_h - \gamma \varepsilon (\nabla \delta u_h, \nabla v_h) - \frac{1}{\varepsilon} \langle \chi_{\nu}(u_h)_h \delta u_h, v_h \rangle_h &= -F^{(2)}_{\nu,h}(u_h, w_h) \quad (4.4)
\end{align*}
\]

for all \( v_h \in S_h \), where \( \chi_{\nu}(u_h)_h := \sum_{i=1}^{N} \chi_{\nu}(u_h)_h(p_i) \varphi_i \) with \( \chi_{\nu}(u_h)_h(p_i) = 0 \) if \( 0 \leq u_h(p_i) \leq 1 \) and \( \chi_{\nu}(u_h)_h(p_i) = 1 \) otherwise. In matrix form, the linear system (4.3)–(4.4) reads

\[
\begin{bmatrix}
M & -\gamma \varepsilon K - \frac{1}{\varepsilon} G_A M G_A \\
K & (\frac{1}{\tau} + C_2) M + C_1 K
\end{bmatrix}
\begin{bmatrix}
w^{(k+1)} \\
u^{(k+1)}
\end{bmatrix}
= \begin{bmatrix}
C_1 K w^{\text{old}} + (\frac{1}{\tau} + C_2) M u^{\text{old}} + \omega_0 G_D M G_D (f - u^{\text{old}})
\end{bmatrix},
\]

where \( u^{(k+1)}, w^{(k+1)}, u^{\text{old}}, \bar{u} = (1,\ldots,1)^T \in \mathbb{R}^N \) (\( u^{\text{old}} \) is the solution from the previous time step) and for \( i = 1,\ldots,N \)

\[
G_A = G_A(u^{(k)}) = \text{diag} \left( \begin{array}{c} 1, \text{ if } u^{(k)}(p_i) < 0 \text{ or } u^{(k)}(p_i) > 1 \\ 0, \text{ otherwise} \end{array} \right)
\]

\[
G_A^+ = G_A^+(u^{(k)}) = \text{diag} \left( \begin{array}{c} 1, \text{ if } u^{(k)}(p_i) > 1 \\ 0, \text{ otherwise} \end{array} \right)
\]
describe the matrix representations of the generalized derivatives. The lumped mass matrix and the stiffness matrix are defined as
\[ M_{i,j} := (\varphi_i, \varphi_j)_h \quad \text{and} \quad K_{i,j} := (\nabla \varphi_i, \nabla \varphi_j) \quad \forall i, j = 1, \ldots, N, \]
respectively, and
\[ G_D = \text{diag} \left( \begin{array}{c} 1, & \text{if } x \in \Omega \setminus D \\ 0, & \text{if } x \in D \end{array} \right). \]
Note that \( M \) is a diagonal symmetric positive definite matrix and \( K \) is symmetric and positive semi-definite.

Remark 4.1. Using the smooth double-well potential, the linear system reads
\[
\begin{bmatrix}
M & \gamma \varepsilon K \\
\gamma \varepsilon K & -\gamma \varepsilon(\frac{1}{\tau} + C_2)M + C_1K
\end{bmatrix}
\begin{bmatrix}
w \\
u
\end{bmatrix} =
\begin{bmatrix}
\gamma \varepsilon(C_1Ku^{\text{old}} + (\frac{1}{\tau} + C_2)Mu^{\text{old}} + \omega_0G_DMG_D(f - u^{\text{old}}))
\end{bmatrix}
\] (4.6)

5. Preconditioning for the smooth modified Cahn-Hilliard inpainting. For the system matrix in (4.6)
\[
A =
\begin{bmatrix}
M & \gamma \varepsilon K \\
\gamma \varepsilon K & -\gamma \varepsilon(\frac{1}{\tau} + C_2)M + C_1K
\end{bmatrix},
\] (5.1)
we propose the block-triangular preconditioner
\[
P =
\begin{bmatrix}
M & 0 \\
\gamma \varepsilon K & -S
\end{bmatrix}.
\]
Here, \( S \) is the Schur complement \(-\gamma \varepsilon(\frac{1}{\tau} + C_2)M + C_1K) - \gamma^2 \varepsilon^2 KM^{-1}K\). Preconditioners of this form have proven to perform well based on the simple observation that the preconditioned matrix \( P^{-1}A \) has a small number of distinct eigenvalues [36]. It is obvious that we never want to form the Schur complement explicitly as the storage requirements for realistic scenarios would not be feasible. In order to represent most of the terms in \( S \), we suggest the following approximation
\[
\hat{S} = -\hat{S}_1M^{-1}\hat{S}_1
\]
\[
= -\left( \sqrt{\gamma \varepsilon(C_2 + \frac{1}{\tau})M + \gamma \varepsilon K} \right) M^{-1} \left( \sqrt{\gamma \varepsilon(C_2 + \frac{1}{\tau}) + \gamma \varepsilon K} \right),
\]
where we use an algebraic multigrid (AMG) preconditioner for the approximation of the inverse of \( \hat{S}_1 \). Algebraic multigrid methods typically exhibit geometric-like properties for positive definite elliptic type operators such as \( \hat{S}_1 \), but use only algebraic information. This has the advantage that AMG can work well even for complicated geometries and meshes. We refer to [43, 23] for more information on AMG. We also want to emphasize that geometric multigrid
(GMG) (see e.g. [55, 29]) approximations are also well suited to approximate $\hat{S}_1$ provided they can be readily applied. The suitability of $\hat{S}$ as a preconditioner for $S$ is guaranteed by the following Lemma.

**Lemma 5.1.** The eigenvalues of $\hat{S}^{-1}S$ are contained within the following interval:

$$\lambda(\hat{S}^{-1}S) \in \left[\frac{1}{2}, 1 + \frac{C_1}{2\sqrt{\gamma(2 + \frac{1}{\tau})}}\right].$$

**Proof.** As both $S$ and $\hat{S}$ are symmetric matrices, we may prove the result using a Rayleigh quotient argument. We write that

$$\frac{v^T S v}{v^T \hat{S} v} = \frac{\gamma^2 \varepsilon^2 v^T K M^{-1} K v + \gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T M v + \gamma \varepsilon C_1 v^T K v}{\gamma^2 \varepsilon^2 v^T K M^{-1} K v + \gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T M v + 2 \gamma \varepsilon \sqrt{\gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T K v}} = 1 + \frac{\gamma \varepsilon C_1 v^T K v}{\gamma^2 \varepsilon^2 v^T K M^{-1} K v + \gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T M v}\cdot$$

The quantity

$$\frac{2 \gamma \varepsilon \sqrt{\gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T K v}}{\gamma^2 \varepsilon^2 v^T K M^{-1} K v + \gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T M v}$$

arising in the denominator may be written as $\frac{2a^T b}{a^T a + b^T b}$, $a = \sqrt{\gamma \varepsilon (C_2 + \frac{1}{\tau}) M^\frac{1}{2} v}$ and $b = \gamma \varepsilon M^{-\frac{1}{2}} v$. Now, as in the work of Pearson et al. [38, 40, 39], since $a^T a > 0$ (because of the positive definiteness of $M$), we may use that $(a - b)^T(a - b)$ is non-negative to bound this quantity above by one. On the other hand, the quantity is clearly bounded below by zero. The quantity

$$\frac{\gamma \varepsilon C_1 v^T K v}{2 \gamma \varepsilon \sqrt{\gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T K v} + \gamma \varepsilon (C_2 + \frac{1}{\tau}) v^T M v}$$

arising in the numerator may be written as $\frac{2C_1 a^T b}{2 \sqrt{\gamma \varepsilon (C_2 + \frac{1}{\tau}) (a^T a + b^T b)}}$, so it is bounded above by $\frac{C_1}{2 \sqrt{\gamma \varepsilon (C_2 + \frac{1}{\tau})}}$ and below by zero. Putting all our working together, we have proved that

$$\lambda(\hat{S}^{-1}S) \in \left[\frac{1}{2}, 1 + \frac{C_1}{2\sqrt{\gamma(2 + \frac{1}{\tau})}}\right]$$

6. **Preconditioning for non-smooth modified Cahn-Hilliard inpainting.** For the system matrix in (4.5), which we write as

$$A = \begin{bmatrix} M & -L \\ K & (\frac{1}{\tau} + C_2) M + C_1 K \end{bmatrix}, \quad (6.1)$$
we propose as in the previous section the block-triangular preconditioner
\[
P = \begin{bmatrix} M & 0 \\ K & -S \end{bmatrix}.
\]

Here, \( S \) is the Schur complement \((\frac{1}{\tau} + C_2)M + C_1K + KM^{-1}L\). For \( S \) we suggest the following approximation
\[
\hat{S} = \hat{S}_2M^{-1}\hat{S}_3 = \left( \sqrt{\frac{1}{\tau} + C_2M + K} \right) M^{-1} \left( \sqrt{\frac{1}{\tau} + C_2M + L} \right),
\]
where we use as in the previous section an algebraic multigrid (AMG) preconditioner for the approximation of the inverse of \( \hat{S}_2 \) and \( \hat{S}_3 \). Because we are dealing with nonsymmetry here, it is hard to prove eigenvalue bounds as in the symmetric case from the previous Section.

In the following, we want to illustrate the performance of \( \hat{S}^{-1}S \). We therefore consider the eigenvalue problem
\[
Sv = \lambda \hat{S}v
\]
via Matlab\textsuperscript{®} and analyse the robustness of the Schur complement approximation with respect to the penalty parameter \( c \) and the mesh parameter \( h \). For the former we vary \( c \) by the sequence \( \nu \in \{10^{-1}, 10^{-3}, 10^{-5}, 10^{-7}\} \) and for the latter we consider \( h \in \{2^{-4}, 2^{-5}, 2^{-6}\} \). Moreover, we choose \( \tau = 1, \gamma = 1, C_1 > \frac{1}{\epsilon} \) and \( C_2 > \omega_0 \). In the following we present some eigenvalue distributions for different values of \( \epsilon \).

We start with the rather large choice \( \epsilon = 0.8 \) which is typical when having a large inpainting gap, see Figure 6.1(a). For this case we only obtain real eigenvalues and a few clusters whose number stays almost constant for varying \( \nu \) and \( h \). Increasing the parameter \( C_2 \) leads to a better clustering because the eigenvalues move closer together, see Figure 6.1(b). Next, we decrease \( \epsilon \) to 0.1 in Figure 6.1(c) and get complex eigenvalues. The imaginary parts are clustered in a circle centred on 0.6 and of radius about 0.1 for varying \( \nu \) and \( h \). The real parts are considered separately in Figure 6.1(d). Comparing to the eigenvalues in Figure 6.1(b), the values here look nearly the same but with a hint to a little improvement. Decreasing \( \epsilon \) to 0.01 also leads to complex eigenvalues which are shown in Figure 6.2(a) and again, considering the real parts in Figure 6.2(b) the clustering has improved. The imaginary parts are clustered in a circle centred on 0.7 and of radius about 0.2 and the real parts are mostly distributed about \( 10^{-0.1} \) for varying \( \nu \) and about 1 for varying \( h \). In the last example we switch to \( \epsilon = 0.001 \). Figure 6.2(c) shows for varying the parameter \( \nu \) real eigenvalues around 1.3 and 5. For varying \( h \) we obtain complex eigenvalues whose imaginary parts are clustered like in the previous example. Considering the real parts in Figure 6.2(d), we recognize again the small number of clusters for varying \( h \).

We have seen that we have obtained different eigenvalue distributions for several examples. However, we also observed only a small number of eigenvalue clusters, which justifies our choice of \( \hat{S} \).

For the application of \( P \) it remains to analyse the computational cost of solving a linear system with the block \( M \). The aim of a preconditioner is to resemble the original matrix by also being easy to invert. As \( M \) is a diagonal matrix it is a simple task to apply the inversion.
Figure 6.1: Eigenvalues for the Schur complement approximation.
Figure 6.2: Eigenvalues for the Schur complement approximation.
7. Numerical results. In this section we show results for the modified Cahn-Hilliard equation. The preconditioners we present can be embedded into various Krylov subspace solvers. For the non-symmetric matrix (6.1) we propose the use of a non-symmetric short-term recurrence method, namely BiCG [24], but note that also other solvers such as QMR [25], BiCGSTAB [53] or GMRES [45] can be used with this preconditioner. For the numerical results presented in this section we set the BiCG tolerance to be $10^{-7}$ for the preconditioned residual in all examples. For the multilevel approximations we choose Trilinos AMG approximations [30]. For one application of the preconditioner we take 10 steps of a Chebyshev smoother and two V-cycles. The discretization is performed with the finite element package deal.II [1], which allows the use of the Trilinos library. All numerical experiments listed here are generated with finite elements on rectangles. For the semi-smooth Newton method we use the stopping criterion in [32, 8], given by

$$\|F_\nu(u_h^{(k)}, w_h^{(k)})\|_2 \leq \epsilon_{\text{rel}}\|F_\nu(u_h^{(0)}, w_h^{(0)})\|_2 + \epsilon_{\text{abs}}, \quad k = 1, \ldots, k_{\text{max}},$$

where we set $k_{\text{max}} = 100$, $\epsilon_{\text{rel}} = 10^{-12}$ and $\epsilon_{\text{abs}} = 10^{-6}$ in all examples. For the handling of the parameter $\nu$ we follow [32, 8] and solve (4.1)–(4.2) for the sequence $\nu_1 = 10^{-1} \geq \nu_2 = 10^{-2} \geq \ldots \geq \nu_{\text{max}}$, where we initialize each Newton method by the approximate solution of the previously used $\nu$ value. After a few time steps, we fix $\nu = \nu_{\text{max}}$. This is because the initial solutions at the beginning might not be a good starting point for the semi-smooth Newton methods. In all examples we denote the inpainting region in gray. For some pictures, we use the two-scale approach described in [27, 5] which is successful in connecting edges across large inpainting regions. There, the first simulation is run close to steady state for a large choice of $\varepsilon$. We use as stopping criterion

$$\|u_h^{(n)} - u_h^{(n-1)}\|_2 \leq \epsilon,$$

where we set $\epsilon = 10^{-2}$. Then, the obtained approximate solution is used as initial state for the second run with a small $\epsilon$ to sharpen the edges. For this, we use the same stopping criterion as before but with $\epsilon = 10^{-4}$. Moreover, we set $\tau = 1$ and $C_2 = 3\omega_0$ in all examples ($\omega_0$ defined in 2.5 is the large parameter making sure that the result is close enough to the original picture).

7.1. Comparison of our model and the use of Fourier transforms. Solving ODEs or PDEs via spectral methods is an important tool in image processing. As the FFT basis functions are eigenvectors of the difference operators which form the discrete Laplacian, FFT methods rapidly solve divergence equations on simple domains. For the smooth modified Cahn-Hilliard equation using the double-well potential, Bertozzi et al. [27, 5, 9] proposed a two-dimensional FFT method and achieved fast inpainting. In fact, this method is hard to beat but with respect to more complex inpainting-type problems, spectral methods on complicated domains are difficult. Figure 7.1 shows a 3D example on a cube with a cylindrical hole inside, see the mesh in Figure 7.2, for which our method can be applied without problems. The usage of finite elements typically allows us to compute missing information on arbitrary domains.
Extending the idea of using an FFT based solution scheme to the non-smooth problem is a challenge. An efficient FFT based implementation employing the non-smooth potential would typically suffer from the non-constant coefficient matrix coming from the term $G_A M G_A$ that
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originates in the discretization of the max- and min-Terms, see Eyre [22] for an application with a smooth potential for the standard Cahn-Hilliard equation. This poses a challenge as the optimal approximation of the non-constant term needs to be of good quality to achieve small iteration numbers of the linear solver. In general it holds that for spectral methods the smoother the function the faster the convergence. Figure 7.3 shows how the iteration numbers increase with the non-smoothness obtained by varying the penalty parameter $\nu$. The decrease of iteration numbers after around 100 time steps is a result of the $\varepsilon$-jump. As another motivation to focus on a discretization via finite elements for the non-smooth potential function.

![Figure 7.3: Iteration numbers for the non-smooth model using FFT for the application of the preconditioner.](image)

7.2. Comparison of the smooth and non-smooth model. We want to compare the performance of the smooth and non-smooth Cahn-Hilliard inpainting model on the damaged circle in Figure 7.4. Because of the large inpainting domain we use the two-scale approach for the parameter $\varepsilon$. At first, the modified Cahn-Hilliard equations are run for the large interface parameter $\varepsilon = 0.8$. Figure 7.4(b) and 7.4(e) show the successful connection of the edges, respectively. Then, we switch to $\varepsilon = 0.01$ to sharpen the edges. The results of both models are shown in Figure 7.4(c) and 7.4(f), respectively. The parameters are set as $h = 2^{-7}$, $\omega_0 = 100000$ and $C_1 = 300$. This is a well suited example because of the smoothing property of the Cahn-Hilliard equation. Comparing both results, the rounder circle as well as intenser colors (which can be seen by comparing the minimum and maximum value of the colors) are obtained in the non-smooth model. This verifies our preference for using a non-smooth potential.
7.3. **Iteration numbers.** We want to look at the number of BiCG iterations as well as the number of Newton iterations (in the non-smooth case) for different uniform mesh sizes.

![Figure 7.4: Non-smooth (above) and smooth (below) modified Cahn-Hilliard evolution for the circle computation.](image)

![Figure 7.5: Iteration numbers for the non-smooth model.](image)
Figure 7.6: Non-smooth (above) and smooth (below) modified Cahn-Hilliard evolution for the cross computation.

Figure 7.7: Iteration numbers for the smooth model.
One simulation is shown in Figure 7.6 (here $h = 2^{-10}$). As in the previous subsection, we use the two-scale approach with the same choice of all parameters. Figure 7.5 shows the number of BiCG iterations per Newton step and the number of Newton iterations per time step for the non-smooth model. In both figures, the number of unknowns $N$ is listed. We observe a little growth after the $\varepsilon$-jump. For the SSN, we use the sequence with $\nu_{\max} = 10^{-7}$ for the meshes with $N \geq 16641$ for first 10 time steps. We can reduce the first few Newton iteration numbers after the $\varepsilon$-jump if we also use the $\nu$-sequence here for some time steps. The BiCG iteration numbers for the smooth model are illustrated in Figure 7.7. We only have a benign increase for the coarser grids. In fact, we recognize a decrease of iteration numbers for the finer grids. All in all, the number of BiCG and Newton iterations stay low and we observe nearly mesh independent iteration numbers.

7.4. QR code. Now, we test the inpainting model for a QR code. Clearly, this is a very difficult example for Cahn-Hilliard inpainting because of the rectangular structures. Nevertheless, the result is satisfying, see Figure 7.8. Here, we use $\varepsilon = 0.005$ during the whole computation as well as $C_1 = 2\sqrt{\gamma \varepsilon (\frac{1}{\tau} + C_2) \omega_0} = 5 \cdot 10^7$. This choice for $C_1$ is optimal in the sense that we need only 2 BiCG iterations in every time step, see Section 5.

![QR Code Inpainting](image)

Figure 7.8: Smooth modified Cahn-Hilliard evolution for the QR code computation.

7.5. Zebra. We now look at a real and more complex picture. For binary images, a very well suitable example is a photograph of a zebra. Figure 7.9 shows how the non-smooth modified Cahn-Hilliard model may be applied to the inpainting of an extract of a plains zebra
photo\textsuperscript{1} for three different sets of parameters. The initial value for $\varepsilon$ is 0.8 and we use $h = 2^{-8}$ in all simulations.

![Figure 7.9: Non-smooth modified Cahn-Hilliard evolution for the zebra computation.](image)

In the first example (first row in 7.9), we execute an $\varepsilon$-jump to 0.005 and use $C_1 = \frac{3}{\varepsilon}$ as well as $\omega_0 = 10^6$. We observed at most 41 average BiCG iterations. The second row

\textsuperscript{1}\textcopyright 2012 Thomas Rolle from the Zoo Magdeburg, Germany.
shows a simulation with an $\varepsilon$-jump to 0.01 as well as $C_1 = 1000$ and $\omega_0 = 10^6$ where we obtained at most 30 average BiCG iterations. In the last example we switch to the $\varepsilon$-jump 0.007 and set $C_1 = 7000$ and $\omega_0 = 1.5 \cdot 10^7$ and gained at most 41 BiCG iterations. The three simulations show the influence of different parameter settings. We get the most intensive colours in the first example when $\varepsilon$ and $C_1$ are relatively small. Increasing $\omega_0$ results in a more exact inpainting version in the area $\Omega \setminus D$ in the sense that thin black/white areas are captured more accurately, see the border of the zebra below the eye in the last example. By means of time steps, it can be observed that the larger $C_1$ the more time steps are needed.

7.6. Inpainting in 3D. Last but not least, we perform inpainting in 3D on a damaged spiral helix contained in a noisy box, see Figure 7.10(a). We set $\varepsilon = 1.8 \rightarrow 0.01$, $h = 2^{-5}$, $C_1 = \frac{3}{\varepsilon}$ and $\omega_0 = 10^5$ and apply the non-smooth Cahn-Hilliard model. We observe at most 42 BiCG iterations.

![Figure 7.10: Non-smooth modified Cahn-Hilliard evolution for 3D inpainting.](image)

8. Conclusions. In this paper, we have shown the practicability of a non-smooth potential for the modified Cahn-Hilliard equation. We have proposed a Moreau-Yosida regularization technique for the pointwise constraints and proved superlinear convergence of the semi-smooth Newton method in function space. Moreover, we have analysed the linear systems arising from the SSN method as well as from those appearing in the smooth modified Cahn-Hilliard equation. We have introduced and studied block-triangular preconditioners using an efficient and cheap to apply Schur complement approximation. This approximation can be done using multilevel techniques, algebraic multigrid in our case. In fact, we have found an optimal preconditioner for the smooth model that is independent of the mesh size. A comparison between the smooth and non-smooth model has shown the better result for the latter.
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