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Abstract—We present a generalization of the Rytov analysis for curvature corrections to the “impedance boundary condition” (IBC) that allows such boundary conditions to be written down using general coordinate systems and bases for vectors. This removes the need to base the analysis of IBC’s on either principal curvature axes or on hypothetical orthogonal coordinate systems. As an application, we show how to write down high-order IBC’s for surfaces that are the deformation of a plane. We also show how the use of such an IBC can be used to further reconcile Kirchhoff and small perturbation methods.
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I. INTRODUCTION

A full treatment of the scattering from a dielectric generally involves coupling between the relevant fields through complicated integral equations. Considerable simplification, in the sense that the equations decouple, may be achieved by adopting some form of local boundary condition.

Consider two volumes V₁ and V₂ separated by a surface S with unit normal \( \mathbf{n} \) pointing into V₁. Let radiation be incident on S from sources in V₁. In the case of a perfect conductor the local boundary condition is exact and given by:

\[
\mathbf{n} \cdot \mathbf{E} = 0
\]

(1)

where \( \mathbf{E} \) is the electric field in V₁. To solve the scattering problem one is required to prescribe the surface tangential magnetic field. This may be done in exactly by solving the surface current integral equation (SCIE) for \( \mathbf{n} \cdot \mathbf{H} \), or by writing down approximations such as the one given by Kirchhoff [1]:

\[
\mathbf{n} \cdot \mathbf{H} = 2\mathbf{n} \cdot \mathbf{H}_i
\]

(2)

where \( \mathbf{H}_i \) is the magnetic field in V₁ and \( \mathbf{H}_i \) is the incident magnetic field. A detailed discussion of the application of this boundary condition to scattering from an ocean-like surface, treated as a perfect conductor, is given in [2].

In the case of finite conductivity matters are not so straightforward. Fortunately, many surfaces of interest are high-contrast media in the sense that the modulus of the complex refractive index \( N \) is reasonably large. If we let V₁ have dielectric and magnetic parameters \( \epsilon_1 \) and \( \mu_1 \), and V₂ have parameters \( \epsilon_2 \) and \( \mu_2 \) we can write this quantity as

\[
N = \sqrt{\frac{\epsilon_2 \mu_2}{\epsilon_1 \mu_1}}
\]

(3)

This allows one to consider various asymptotic solutions to the boundary condition issue.

The history of such impedance boundary conditions (IBCs) is given, at least in part, by Pelosi and Ufimtsev [3]. Although it is not clear who proposed it first it seems clear that both Shchukin [4] and Leontovich [5] should be given credit for what we shall refer to as the zeroth-order impedance boundary condition:

\[
\mathbf{n} \cdot \mathbf{E} = Z_2 \mathbf{n} \cdot (\mathbf{n} \times \mathbf{H}_i)
\]

(4)

on the surface of the scatterer, where \( Z_2 = \sqrt{\mu_2/\epsilon_2} \) is the impedance of V₂.

Rytov [6] appears to be the first to improve on this IBC by including higher order effects due to curvature of S. Further development of the mathematical theory of the curvature-corrected IBC is given in [7], [8] and [9]. The work set out by Senior and Volakis in the last of these references is particularly useful in this present context. They based their analysis on an orthogonal curvilinear coordinate system (OCS), and it is the lifting of this restriction that this paper is concerned with. Such a restriction is a significant limitation - indeed, when one can write down an OCS one is well on the way to being able to being able to separate variables in Maxwell’s equations and find exact solutions. One needs to be able to write down accurate IBCs in much more general situations.

In Section II we show that the use of a more general basis yields a simple formula for the curvature corrections. In Section III we use this formulation to give explicit expressions for the curvature corrections when S is the deformation of a plane. Note that we work with the Monge representation of the surface and do not invoke an OCS, indeed the basis used is tailored to scattering rather than a coordinate system. In section IV we show how inclusion of curvature corrections improve the agreement between the half-space theory set out in [10] and perturbation theory. We present our conclusions in Section V.

A. Topological Issues

Our main area of application is to surfaces that are a deformation of part of a plane, so global topological considerations are generally not a concern in our work, where we base the IBC on a general vector basis for the tangent space. But if we consider topological constraints, and consider a sphere for example, one cannot find any continuous non-zero basis covering the tangent space for all points on the sphere. This is not a flaw in our particular approach but a general difficulty. For example, the coordinate-induced basis using spherical polar coordinates is singular at both the N and S pole of the sphere. Neither can one build the basis based on principal curvature axes, since these axes are not unique. Indeed, when more that one patch is needed to cover a surface for topological reasons, the ability to work in a general basis makes any calculation on the patch overlaps more straightforward, since our conditions can be written down with respect to both of
the bases defined on the overlap region. This is therefore an additional strength of our approach.

II. GENERALIZED Rytov Analysis

In this section we derive a higher order IBC for a medium which takes into account the curvature of the bounding surface. The method of the derivation is almost identical to that given in the book by Senior and Volakis [9], however it differs in one very important respect. The work presented here is applicable to any orthogonal basis for which one of the vectors is taken as parallel to the surface normal. Senior and Volakis tie themselves to a basis derived from an orthogonal coordinate system. Indeed other authors such as Mitzner [11] have restricted themselves even further by relying on an OCS which gives basis vectors coincident with principal curvature axes.

To set things up we review part of the methodology set out in [9]. In \( V_2 \), the electric and magnetic fields are denoted by \( E_2 \) and \( H_2 \) and Maxwell’s equations are:

\[
\nabla \times E_2 = i \omega \mu_2 H_2, \quad \nabla \times H_2 = -i \omega \varepsilon_2 E_2 \tag{5}
\]

where \( \omega \) is the angular frequency of the wave. We will find it convenient, in order to simplify the analysis following, to work with \( \sqrt{\varepsilon_2} E_2 \) and \( \sqrt{\mu_2} H_2 \). In terms of these, Maxwell’s equations can then be written:

\[
\nabla \cdot (\sqrt{\varepsilon_2} E_2) + (\sqrt{\mu_2} H_2) \cdot \nabla (\ln \sqrt{\mu_2}) = ik_1 N (\sqrt{\mu_2} H_2) \tag{6}
\]

\[
\quad \nabla \cdot (\sqrt{\mu_2} H_2) + (\sqrt{\varepsilon_2} E_2) \cdot \nabla (\ln \sqrt{\varepsilon_2}) = -ik_1 N (\sqrt{\varepsilon_2} E_2) \tag{7}
\]

with \( k_1 \) the wave number in \( V_1 \). Let us assume that \( |N| \) is large in \( V_2 \) and so write it as

\[
N = \frac{w}{q} \tag{8}
\]

where \( w \) is a function of position and \( q \) is a small parameter. To construct a systematic solution of equations (6) and (7), we write

\[
\sqrt{\varepsilon_2} E_2 = \mathbf{A} e^{ik_1 \psi}/q \tag{9}
\]

\[
\sqrt{\mu_2} H_2 = \mathbf{B} e^{ik_1 \psi}/q \tag{10}
\]

where \( \mathbf{A} \) and \( \mathbf{B} \) are vector fields to be determined, and \( \psi \) is a phase function. Then Maxwell’s equations become:

\[
w \mathbf{B} - \nabla \psi \wedge \mathbf{A} = \frac{q \sqrt{\varepsilon_2}}{ik_1} \nabla \cdot \left[ \frac{\mathbf{A}}{\sqrt{\varepsilon_2}} \right] \tag{11}
\]

\[
w \mathbf{A} + \nabla \psi \wedge \mathbf{B} = -\frac{q \sqrt{\mu_2}}{ik_1} \nabla \cdot \left[ \frac{\mathbf{B}}{\sqrt{\mu_2}} \right] \tag{12}
\]

We seek a solution for \( \mathbf{A} \) and \( \mathbf{B} \) in the form:

\[
\mathbf{A} = \mathbf{A}_0 + q \mathbf{A}_1 + q^2 \mathbf{A}_2 + \ldots \tag{13}
\]

\[
\mathbf{B} = \mathbf{B}_0 + q \mathbf{B}_1 + q^2 \mathbf{B}_2 + \ldots \tag{14}
\]

Senior and Volakis now go on to solve this system using an orthonormal basis induced by coordinates. We now depart from Senior and Volakis’ work and attempt to solve the above system using an orthonormal basis \( \mathbf{e}_\alpha, \mathbf{e}_\beta, \mathbf{e}_\gamma \) with the property that

\[
\mathbf{e}_\gamma = \mathbf{n}, \quad \mathbf{e}_\alpha = \mathbf{e}_\beta \wedge \mathbf{e}_\gamma, \quad \mathbf{e}_\beta = \mathbf{e}_\gamma \wedge \mathbf{e}_\alpha, \quad \mathbf{e}_\gamma = \mathbf{e}_\alpha \wedge \mathbf{e}_\beta. \tag{15}
\]

Note that our basis is not necessarily induced by coordinates, so it is more general than the Senior-Volakis system. Note also that, just as with coordinates, this basis will be restricted to a local patch which depends on the geometry of the surface.

A. Zeroth-Order Solution

Keeping only the zeroth order terms in \( q \) gives

\[
w \mathbf{B}_0 - \nabla \psi \wedge \mathbf{A}_0 = \mathbf{0} \tag{16}
\]

\[
w \mathbf{A}_0 + \nabla \psi \wedge \mathbf{B}_0 = \mathbf{0} \tag{17}
\]

and elimination of, say, \( \mathbf{B}_0 \) gives

\[
|\nabla \psi|^2 = w^2. \tag{18}
\]

The tangential components of the electric and magnetic fields are continuous over \( S \). Assuming that the external fields are slowly varying (at least compared to \( |kN| \) outside), they also vary slowly inside \( S \). This is only possible if \( \psi \) is constant on \( S \). So, on \( S \), \( \nabla \psi \) is normal to \( S \). Since it is also of length \( w \) it must be \( \pm w \mathbf{n} \). Using our knowledge about the exact solution for scattering from a plane fixes the sign, and we set

\[
\nabla \psi = -w \mathbf{n}. \tag{19}
\]

So that just inside \( S \),

\[
\mathbf{A}_0 = \mathbf{n} \wedge \mathbf{B}_0, \quad \mathbf{B}_0 = -\mathbf{n} \wedge \mathbf{A}_0. \tag{20}
\]

In the orthonormal basis adapted to the surface, this becomes

\[
A_{0\alpha} = -B_{0\beta}, \quad A_{0\beta} = B_{0\alpha}, \quad A_{0\gamma} = B_{0\gamma} = 0. \tag{21}
\]

Continuity of the tangential components of the electric and magnetic fields then gives equation (4). This is the standard Shchukin-Leontovich condition, giving the tangential electric field in terms of the leading order magnetic field.

B. First-Order Solution

Keeping only the first order terms now gives

\[
\mathbf{B}_1 + \mathbf{n} \wedge \mathbf{A}_1 = \frac{\sqrt{\varepsilon_2}}{iwk_1} \nabla \wedge \left[ \frac{\mathbf{A}_0}{\sqrt{\varepsilon_2}} \right] \tag{22}
\]

\[
\mathbf{A}_1 - \mathbf{n} \wedge \mathbf{B}_1 = -\frac{\sqrt{\mu_2}}{iwk_1} \nabla \wedge \left[ \frac{\mathbf{B}_0}{\sqrt{\mu_2}} \right]. \tag{23}
\]

Taking components in our basis, the first of these equations gives:

\[
B_{1\alpha} - A_{1\beta} = \frac{\sqrt{\varepsilon_2}}{iwk_1} \mathbf{e}_\alpha \nabla \wedge \left[ \frac{\mathbf{A}_0}{\sqrt{\varepsilon_2}} \right] \tag{24}
\]

\[
B_{1\beta} + A_{1\alpha} = \frac{\sqrt{\varepsilon_2}}{iwk_1} \mathbf{e}_\beta \nabla \wedge \left[ \frac{\mathbf{A}_0}{\sqrt{\varepsilon_2}} \right] \tag{25}
\]

\[
B_{1\gamma} = \frac{\sqrt{\varepsilon_2}}{iwk_1} \mathbf{e}_\gamma \nabla \wedge \left[ \frac{\mathbf{A}_0}{\sqrt{\varepsilon_2}} \right]. \tag{26}
\]
The second yields the set:

\[ A_{1\alpha} + B_{1\beta} = \frac{\sqrt{\mu_2}}{iw k_1} \bar{\gamma}_\alpha \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] \]

(27)

\[ A_{1\beta} - B_{1\alpha} = \frac{\sqrt{\mu_2}}{iw k_1} \bar{\gamma}_\beta \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] \]

(28)

\[ A_{1\gamma} = -\frac{\sqrt{\mu_2}}{iw k_1} \bar{\gamma}_\gamma \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] . \]

(29)

At this point we introduce connection coefficients associated with our basis. We only need to compute the parts associated with the tangential directions, and represent this by the 2x2 matrix

\[ M_{\mu \lambda} = \bar{\gamma}_\mu \cdot \nabla \cdot \bar{\gamma}_\lambda , \quad \mu, \lambda = \alpha, \beta. \]  

(30)

On expanding the right hand side of (27) and using the definition of M we arrive at:

\[ \sqrt{\mu_2} \bar{\gamma}_\alpha \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] = M_{\alpha a} B_{0a} + M_{\alpha \beta} B_{0\beta} - \sqrt{\mu_2} \bar{\gamma}_\alpha \cdot \nabla \cdot \left[ \frac{B_{0\beta}}{\sqrt{\mu_2}} \right] \]

(31)

Similarly equation (28) gives

\[ \sqrt{\mu_2} \bar{\gamma}_\beta \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] = M_{\beta a} B_{0a} + M_{\beta \beta} B_{0\beta} + \sqrt{\mu_2} \bar{\gamma}_\beta \cdot \nabla \cdot \left[ \frac{B_{0\beta}}{\sqrt{\mu_2}} \right] \]

Substituting the expressions (21) for the zeroth order solution into equations (24) and (25) give two slightly different relations. These are:

**Note**: Equating these gives

\[ \sqrt{\mu_2} \bar{\gamma}_\alpha \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] = -\sqrt{\mu_2} \bar{\gamma}_\alpha \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] \]

(35)

It follows from (31) and (34) that

\[ \sqrt{\mu_2} \bar{\gamma}_\gamma \cdot \nabla \cdot \left( \frac{B_{0a}}{\sqrt{\mu_2}} \right) = -\frac{1}{2} B_{0\beta} \bar{\gamma}_\gamma \cdot \nabla \cdot \left( \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right) \]

(36)

By a similar argument, the two independent equations for \( B_{1\alpha} - A_{1\beta} \) leads to the condition

\[ \sqrt{\mu_2} \bar{\gamma}_\gamma \cdot \nabla \cdot \left( \frac{B_{0a}}{\sqrt{\mu_2}} \right) = -\frac{1}{2} B_{0\alpha} \bar{\gamma}_\gamma \cdot \nabla \cdot \left( \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right) \]

(37)

These relations allow us to eliminate the off-surface derivatives involved in computing the components of the curl of \( \mathbf{E}_0/\sqrt{\mu_2} \). We can combine our results neatly by writing

\[ \sqrt{\mu_2} \bar{\gamma}_\alpha \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] = R_{\alpha a} B_{0a} + R_{\alpha \beta} B_{0\beta} \]

(38)

\[ \sqrt{\mu_2} \bar{\gamma}_\beta \cdot \nabla \cdot \left[ \frac{\mathbf{E}_0}{\sqrt{\mu_2}} \right] = R_{\beta a} B_{0a} + R_{\beta \beta} B_{0\beta} \]

(39)

where

\[ R_{\alpha a} = \frac{1}{2} \left[ M_{\alpha a} - M_{\beta \beta} \right] \]

(40)

\[ R_{\beta \beta} = \frac{1}{2} \left[ M_{\beta \beta} - M_{\alpha a} \right] \]

(41)

\[ R_{\alpha \beta} = \frac{1}{2} \left[ M_{\alpha \beta} + M_{\beta \alpha} + \bar{\gamma}_\gamma \cdot \nabla \left( \ln Z_2 \right) \right] \]

(42)

\[ R_{\beta \alpha} = \frac{1}{2} \left[ M_{\beta \alpha} + M_{\alpha \beta} - \bar{\gamma}_\alpha \cdot \nabla \left( \ln Z_1 \right) \right] \]

(43)

Substituting (38) and (39) into the expressions (27) and (28) for the first-order components leads to:

\[ A_{1\alpha} = -B_{1\beta} - \frac{1}{iw k_1} \left\{ R_{\alpha a} B_{0a} + R_{\alpha \beta} B_{0\beta} \right\} \]

(44)

\[ A_{1\beta} = B_{1\alpha} - \frac{1}{iw k_1} \left\{ R_{\beta a} B_{0a} + R_{\beta \beta} B_{0\beta} \right\} \]

(45)

The zeroth and first order relations we have derived can now be converted into a relationship between the components of the total electric and magnetic fields on the surface. Continuity of the tangential parts of the electric and magnetic fields across the surface gives:

\[ E_\alpha = -Z_2 \left[ H_\beta - \frac{1}{ik_1 N} \left\{ R_{\alpha a} H_a + R_{\alpha \beta} H_\beta \right\} \right] + O(N^{-2}) \]

(46)

\[ E_\beta = Z_2 \left[ H_\alpha - \frac{1}{ik_1 N} \left\{ R_{\beta a} H_a + R_{\beta \beta} H_\beta \right\} \right] + O(N^{-2}) \]

(47)

This curvature corrected impedance boundary condition can be recast in vectorial form as

\[ \mathbf{\pi} \cdot \mathbf{E}_1 = Z_2 \left[ \mathbf{\pi} + \frac{1}{ik_1 N} \mathbf{\pi} \right] \mathbf{\pi} \wedge (\mathbf{\pi} \wedge \mathbf{\pi}_1) \]

(48)

where \( \mathbf{\pi} \) is the unit dyad and

\[ \mathbf{\pi}_1 = R_{\alpha a} \bar{\gamma}_a \bar{\gamma}_a + R_{\alpha \beta} \bar{\gamma}_a \bar{\gamma}_\beta + R_{\beta a} \bar{\gamma}_\alpha \bar{\gamma}_a + R_{\beta \beta} \bar{\gamma}_\alpha \bar{\gamma}_\beta. \]

(49)

Note that (48) gives an impedance boundary condition that is accurate to \( O(N^{-1}) \). This is by no means the first such expression but we believe its usefulness lies in the fact that it involves only the tangential components of the fields and that it is expressed in a general orthonormal basis. Other first-order expressions exist in the literature. For example Arta and Cessenat [12] use a coordinate system parallelly transported along \( \mathbf{\pi} \) to derive a condition that involves the normal derivative of the tangential fields. Senior and Volakis [9] use a basis associated with an OCS to derive a first order solution similar to (48) and have gone further by deriving an expression for terms that are higher order than \( N^{-1} \). It is clear that analogous higher order boundary conditions could be obtained by pursuing this present analysis further. This would involve higher order derivatives of the electric and magnetic fields and of the orthonormal basis. We leave this for future work. Results for the special case of a periodic boundary to a highly conducting body have been given in [13]. Our results do not require periodicity constraints.
In the remaining sections we demonstrate the ready applicability of (48) by using it to calculate the scattering from a surface that is the deformation of a plane. In the next section we begin this process by fixing a non-coordinate basis so as to calculate the $R$-matrix.

III. SURFACES THAT ARE THE DEFORMATION OF A PLANE

In this section we apply the above theory to the case where $S$ is a deformation of the $z = 0$ plane so that $V_1$ and $V_2$ represent “upper” and “lower” half-spaces. We shall also restrict ourselves to homogeneous materials, that is materials for which the dielectric an magnetic parameters are constants.

We adopt the $(x, y, z)$ (Monge) representation of the bounding surface where we will write the Cartesian basis vectors as $(\bar{e}_x, \bar{e}_y, \bar{e}_z)$ and where $z = \eta(x, y)$ is the height above the $z = 0$ plane. To facilitate the calculation of the $R$-matrix we choose a basis adapted to $S$ and the incident radar vector $\bar{r}$ in the upper half-space. This is:

$$\bar{e}_\alpha = \frac{(\bar{r} \wedge \bm{n}) \wedge \bar{r}}{|\bar{r} \wedge \bm{n}|}, \quad \bar{e}_\beta = \frac{(\bar{r} \wedge \bm{n}) \wedge \bar{r}}{|\bar{r} \wedge \bm{n}|}, \quad \bar{e}_\gamma = \bm{n}.\quad (50)$$

Inspection of the details of these vectors shows that this basis is slightly problematic around normal incidence. However, the curvature analysis that follows will turn out to be insensitive to this issue.

The surface normal is given by

$$\bar{n} = T^{-1}[-\eta_x \bar{e}_x - \eta_y \bar{e}_y + \bar{e}_z] \quad (51)$$

where $T = \sqrt{1 + \eta_x^2 + \eta_y^2}$ and where $\eta_x$ and $\eta_y$ are the first derivatives of $\eta$ with respect to $x$ and $y$ respectively. We shall also take $\bar{r}$ in the $y = 0$ plane and incident from the right so that

$$\bar{r} = -k [\sin \theta \bar{e}_x + \cos \theta \bar{e}_z] \quad (52)$$

where $\theta$ is the incident angle measured from normal incidence to the $z = 0$ plane. Hence the orthonormal basis given by (50) is:

$$\bar{e}_\alpha = \frac{1}{TQ} \begin{bmatrix} \sin \theta + \eta_y \cos \theta + \eta_y^2 \sin \theta \\ -\eta_x \sin \theta + \eta_y \cos \theta \\ \eta_y^2 \cos \theta + \eta_x (\sin \theta + \eta_x \cos \theta) \end{bmatrix} \quad (53)$$

$$\bar{e}_\beta = \frac{1}{Q} \begin{bmatrix} -\eta_y \cos \theta \\ \sin \theta + \eta_x \cos \theta \\ \eta_x \sin \theta \end{bmatrix} \quad (54)$$

where $Q = \sqrt{\eta_y^2 + \sin^2 \theta + \eta_x \cos \theta}$. We shall now calculate $M_{\mu \lambda}$ in this basis for a 2-dimensional corrugated surface and for a 2-dimensional surface for which the surface slopes are small. The first example allows us to check that our analysis is consistent with that for the one-dimensional case discussed by Ngo and Rino [14]. The second allows us to calculate the scattering properties of a rough surface in the LSV approximation [10].

A. Consistency with One-Dimensional Analysis

We can make contact with the 1-D analysis of Ngo and Rino if we consider a surface that varies only in the $x$-direction. Then $\eta_y = 0$ and

$$\bar{e}_\alpha = T^{-1} [\bar{e}_x + \eta_x \bar{e}_z]$$

$$\bar{e}_\beta = \bar{e}_y$$

$$\bar{e}_\gamma = T^{-1} [-\eta_x \bar{e}_x + \bar{e}_z].$$

Since $\nabla \wedge \bar{e}_\beta = \bar{0}$ this immediately gives us $M_{\alpha \beta} = M_{\beta \beta} = 0$. To treat $M_{\alpha \alpha}$, note that

$$M_{\alpha \alpha} = \bar{e}_\alpha \cdot \nabla \wedge \bar{e}_\alpha = \bar{e}_\alpha \cdot \nabla (\bar{e}_\beta \wedge \bar{e}_\gamma) = \bar{e}_\alpha \cdot \nabla (\bar{e}_y \wedge \bar{r}).$$

$$= \bar{e}_\alpha \cdot \left[ \bar{r}_y (\nabla \cdot \bar{r}) - \bar{r} (\nabla \cdot \bar{r}_y) + (\nabla \cdot \bar{r}) \bar{r}_y - (\nabla \cdot \bar{r}) \bar{r}_y \right] = 0.$$ (58)

To find $M_{\beta \alpha}$ note that:

$$M_{\beta \alpha} = \bar{e}_\beta \cdot \nabla \wedge \bar{e}_\alpha = \nabla \cdot (\bar{e}_\alpha \wedge \bar{r}) + \bar{e}_\alpha \cdot \nabla \wedge \bar{r}$$

$$= \nabla \cdot \bar{n} + M_{\alpha \beta} = \nabla \cdot \bar{n}.$$ (59)

and hence

$$M_{\beta \alpha} = \frac{\partial}{\partial x} \left[ \frac{1}{(1 + \eta_x^2)^{1/2}} \right] = -\frac{\eta_x}{T^2}.$$ (60)

Calculation of the corresponding $R$-matrix and substitution into our boundary condition leads to the following:

$$\frac{E_\alpha}{H_\beta} = -Z_0 \left[ 1 + \frac{i \eta_{ex}}{2kN T^3} \right]$$ (61)

$$\frac{E_\beta}{H_\alpha} = Z_0 \left[ 1 + \frac{i \eta_{ex}}{2kN T^3} \right].$$ (62)

As promised these relations are consistent with those of Ngo and Rino [14], to order $N^{-1}$.

B. Two-Dimensional Surfaces in the LSV Approximation

The Linear Slope Variation (LSV) approximation [10] was developed to calculate the scattering properties of a two-dimensional surface when its slopes are small. In this section we calculate the $R$-matrix under this assumption.

According to the LSV approximation we ignore all terms quadratic in the derivatives of $\eta$ and hence, to this order:

$$\bar{e}_\alpha \sim \bar{e}_x + \eta_y \cot \theta \bar{y}_x + \eta_x \bar{z}$$ (63)

$$\bar{e}_\beta \sim -\eta_y \cot \theta \bar{x}_x + \bar{y}_y + \eta_y \bar{z}$$ (64)

$$\bar{e}_\gamma \sim -\eta_x \bar{x}_x - \eta_y \bar{y}_y + \bar{z}.\quad (65)$$

Therefore we have:

$$\nabla \wedge \bar{e}_\alpha \sim \eta_{xy} \bar{e}_x - \eta_{xx} \bar{y}_y + \eta_{xy} \cot \theta \bar{z}$$ (66)

$$\nabla \wedge \bar{e}_\beta \sim \eta_{yy} \bar{e}_x - \eta_{yx} \bar{y}_y + \eta_{yy} \cot \theta \bar{z}.\quad (67)$$

Hence we obtain:

$$M_{\alpha \alpha} = \eta_{x} \bar{e}_x - \eta_{xx} \bar{y}_y + \eta_{xy} \cot \theta \bar{z}$$ (68)

$$M_{\beta \beta} = \eta_{y} \bar{e}_y - \eta_{yx} \bar{y}_y + \eta_{yy} \cot \theta \bar{z}$$ (69)

$$M_{\alpha \beta} = \eta_{x} \bar{e}_x - \eta_{yy} \bar{y}_y + \eta_{xy} \cot \theta \bar{z}.\quad (70)$$
\[ M_{\beta \alpha} = \bar{e}_{\gamma} \cdot \nabla \times \bar{e}_{\alpha} \sim -\eta e_x. \]  

(71)

The \( R \)-matrix can then be written

\[ R = \left[ \begin{array}{c} \eta e_y \\
\frac{1}{2}(\eta e_y - \eta e_x) \end{array} \right] \]  

(72)

where the first column/row refers to the \( \alpha \) index and the second column/row refers to the \( \beta \) index. This completes our approximate analysis of the \( R \)-matrix, and we now move on to consider the implications for radar cross section analysis.

**IV. CURVATURE CORRECTIONS FOR THE ROOT RCS**

In [10] we used a half-space Green’s function along with the tangent plane approximation for the surface fields to calculate the root RCS of a rough dielectric surface. We were able to show that the resultant expression was consistent with Valenzuela’s dielectric perturbation theory [15] to \( O(N^{-1}) \) in the refractive index. In this section we prove the assertion made there that the agreement can be improved to \( O(N^{-2}) \).

**A. Recap of Half-Space Theory**

To write down the expressions for the root RCS and the surface fields we introduce the standard polar coordinates \((r, \theta, \phi)\) and their associated orthogonal unit vectors \((\bar{e}_r, \bar{e}_\theta, \bar{e}_\phi)\). Let \( \vec{k} = \vec{k}_H + k_c \vec{e}_z \), be the outgoing wave vector. We must also define the Fresnel reflection coefficients:

\[ R^{TE}(\psi) = \left[ \cos \psi - s(\psi) \right] / \left[ \cos \psi + s(\psi) \right] \]  

(73)

\[ R^{TM}(\psi) = -\left[ \epsilon \cos \psi - s(\psi) \right] / \left[ \epsilon \cos \psi + s(\psi) \right] \]  

(74)

and their linear deviations:

\[ R^{TE}_i = 2 \left[ 1 - e \right] \sin \theta / \left[ s(\theta) \cos \theta + s(\theta)^2 \right] \]  

(75)

\[ R^{TM}_i = -2 \epsilon \left[ 1 - e \right] \sin \theta / \left[ s(\theta) \cos \theta + s(\theta)^2 \right] \]  

(76)

where we have taken with \( \mu_1 = \mu_2 = \mu_0, e = e_2 / e_1 \) is the relative permittivity and \( s(\psi) = [\epsilon - \sin^2 \psi]^{1/2} \). Here \( \psi \) is the local angle of incidence between the incident wave vector \( \vec{e}_r \) and the unit normal \( \vec{n} \) to the surface so that \( \cos \psi = -\bar{e}_r \cdot \bar{e}_n / ||\vec{e}_n|| \). Note that we will just write \( R^{TE} \) and \( R^{TM} \) when considering the flat \( z = 0 \) surface with \( \vec{n} = \vec{e}_z \) and \( \vec{e}_r = -\vec{k} \).

The half-space expression for the normalized root RCS is

\[ \Sigma = \frac{i k}{B_0} \int_d s e^{-i \vec{k} \cdot \vec{r}} \left\{ (\vec{e}_r \cdot r - \bar{e}_s \bar{e}_s) \left[ \vec{n} \cdot \vec{E}_1(r) \right] / c \right\} \]  

(77)

where \( \vec{E}_1 = H_1 \vec{H}_1, B_0 \) is the modulus of the incident magnetic field, \( c \) is the speed of light in \( V_1 \) and where \( \vec{n} = [\bar{e}_r - e^{2i \phi k \eta} R^{TE}_i \bar{e}_r], \vec{r} = [1 + e^{2i \phi k \eta} R^{TM}_i \bar{e}_r], \vec{r} = [\bar{e}_r + e^{2i \phi k \eta} R^{TM}_i \bar{e}_r \bar{e}_r = [\bar{e}_r - 2(\bar{e}_s \bar{e}_s) \bar{e}_z] \).

The quantities \( \vec{n} \cdot \vec{E}_1 \) and \( \vec{n} \cdot \vec{B}_1 \) are the unknown surface currents. In the tangent plane approximation they are given by:

\[ \vec{n} \cdot \vec{E}_1 = -\frac{R^{TE}(\psi) - R^{TM}(\psi)}{||R \cdot \vec{r}||^2} \vec{n} \cdot \vec{E}_1 \left[ \vec{n} \cdot \vec{E}_1 \right] - (\vec{n} \cdot \vec{F}) \]  

(78)

\[ \vec{n} \cdot \vec{B}_i = -\frac{1 - R^{TE}(\psi)}{||R \cdot \vec{r}||^2} \vec{n} \cdot \vec{B}_i \left[ \vec{n} \cdot \vec{E}_1 \right] - (\vec{n} \cdot \vec{F}) \]  

(79)

where \( \vec{E}_1 \) and \( \vec{B}_i \) are the incident electric and magnetic fields respectively.

We will restrict ourselves to the case of backscatter, so that \( \vec{k} = -\vec{n} \). Let \( E_0 = cE_0 \). For transmitted horizontal polarization we have an incoming wave of the form

\[ \vec{E}_i = E_0 e^{-i \vec{k} \cdot \vec{r}}, \quad \vec{B}_i = B_0 e^{-i \vec{k} \cdot \vec{r}} \]  

(80)

For transmitted vertical polarization we have an incoming wave of the form

\[ \vec{E}_i = E_0 \bar{e}_\theta e^{-i \vec{k} \cdot \vec{r}}, \quad \vec{B}_i = B_0 \bar{e}_\theta e^{-i \vec{k} \cdot \vec{r}} \]  

(81)

For H-receive and V-receive modes we define \( \Sigma(sH) = -\bar{e}_\theta \bar{e}_\theta \) and \( \Sigma(sV) = \bar{e}_\theta \bar{e}_\theta \) respectively. In [10] we used the tangent plane approximation for the surface fields in (77) to get the following expression:

\[ \Sigma polynomial = i k^2 \frac{2R_{pol}}{\gamma} - \sin 2 \theta R_{pol} C(\vec{k}_H) \]  

(82)

\[ -4 \theta_{pol} k^2 \sin^2 \theta R_{pol}^2 D(\vec{k}_H) \]  

(83)

\[ D(\vec{k}_H) = \frac{i^2 (\vec{k}_H \cdot \vec{r})}{c^2} \]  

(84)

To calculate the curvature corrected root RCS we must use (48) to supply corrections to the tangent plane expressions and then insert the resulting quantities into (77). Note however that equation (48) represents a constraint between the values of the electric and magnetic fields on the surface. It does not tell us what values of the electric and magnetic fields should be inserted and precisely how the curvature correction should be applied. Here we make the assumption that the magnetic field is given by the tangent plane approximation and that the electric field is obtained through (48). This is consistent with the views expressed by Mitzner on this matter [11].

**B. Corrections to the root RCS**

As discussed above, in the following analysis we assume that \( \vec{n} \cdot \vec{E}_1 \) is given by the reflection-coefficient formula (79) and \( \vec{n} \cdot \vec{B}_1 \) is given by the sum of two terms, the first of which is given by the reflection-coefficient model (78) and the second of which is a curvature correction of the form:

\[ \frac{1}{c} \left[ \frac{1}{\vec{n} \cdot \vec{E}_1} \right] C = \frac{1}{i k_1 N_2^2} \vec{n} \cdot \vec{F} \cdot \left[ \vec{n} \cdot \vec{E}_1 \right] \]  

(85)

Using equation (79) one can show to lowest order in \( \vec{k} \eta \)

\[ \vec{n} \cdot \vec{F} \approx 1 - R^{TE}(\vec{n} \cdot \vec{B}_1) \cos \theta \vec{n} \]  

- \( c^{-1} \left[ 1 - R^{TM}(\vec{n} \cdot \vec{B}_1) \sin \theta \vec{n} \right] \]  

(86)
Let us now consider H-transmit where \( \vec{E}_z. \vec{E}_z = 0 \) and \( \vec{E}_z. \vec{B}_z = -B_0 \sin \theta e^{-i\Phi} \). Then using expression (72) for the \( R \)-matrix, we get the following corrections to the electric field strength through (85)

\[
\frac{1}{c} \left[ \vec{E} \wedge \vec{E}_z \right]^C - i \frac{B_0}{2kN^2} \left[ 1 - R^{TE} \right] \cos \theta e^{-i\Phi} \times \\
\left( \eta_{\theta y} - \eta_{\phi x} e^{-i\phi} - \eta_{\phi x} e^{-i\phi} \right) .
\]

The curvature correction to \( \Sigma(sH) \) is given by

\[
\Sigma^C(sH) = \frac{i k}{e B_0} \int dS e^{-i\Phi} \left[ \eta_{\theta y} - e^{2ik\eta R^{TE} \vec{E}_z} \right] \left( \vec{E} \wedge \vec{E}_z \right)^C .
\]

Therefore, in the LSV approximation, the curvature correction to the root RCS for HH is:

\[
\Sigma^C(HH) = -\frac{1}{2N^2} \left[ 1 - R^{TE} \right] \cos^2 \theta \{ G(2\vec{E}_H, 2k_e) - 4k^2 R^{TE} \sin^2 \theta D(2\vec{E}_H) \}
\]

where

\[
G(2\vec{E}_H, k_e) = \int d^2 \vec{E}_E e^{-i\Phi} \vec{E}_E \left[ \eta_{\theta y} - \eta_{\phi x} \right] 
\]

and integration by parts has been used to give

\[
\int d^2 \vec{E}_E e^{-2i\Phi} \eta_{\theta y} e^{-i\phi} = 4k^2 \sin^2 \theta D(2\vec{E}_H) .
\]

A similar argument leads to the curvature correction for the VV root RCS:

\[
\Sigma^C(VV) = \frac{1}{2N^2} \left[ 1 - R^{TM} \right] \{ G(2\vec{E}_H, 2k_e) - 4k^2 R^{TM} \sin^2 \theta D(2\vec{E}_H) \} .
\]

**C. SPM limit**

In this sub-section we look at the consequences of including the first curvature corrections in the root RCS to the agreement of our half-space model with the small perturbation method (SPM). In [10] we obtained the following expansions for the tangent plane approximation:

\[
\Sigma(HH) \sim -4k^2 (1 - \sin^2 \theta) \left( 1 - 2 \cos \theta N^{-1} \right)
\]

\[
+ 2(\cos^2 \theta - \sin^2 \theta) N^{-2} D(2\vec{E}_H) + O(N^{-3})
\]

\[
\Sigma(VV) \sim -4k^2 \left( 1 + \sin^2 \theta \right) \left( 1 - 2 \sec \theta N^{-1} \right)
\]

\[
+ 2 \sec^2 \theta (1 + 2 \sin^2 \theta) N^{-2} D(2\vec{E}_H) + O(N^{-3})
\]

which agreed with Valenzuela’s perturbation results only to \( O(N^{-1}) \). In the SPM limit, we have:

\[
G(2\vec{E}_H, 2k_e) \rightarrow 4k^2 \sin^2 \theta D(2\vec{E}_H)
\]

so that using \( R^{TE}, R^{TM} = -1 + O(N^{-1}) \) means that the curvature corrections given by (89) and (92) expanded to order \( N^{-2} \) are

\[
\Sigma^C(HH) \sim -8k^2 N^{-2} \sin^2 \theta (1 - \sin^2 \theta) D(2\vec{E}_H)
\]

\[
\Sigma^C(VV) \sim 8k^2 N^{-2} \sec^2 \theta \cos^2 \theta \sin^2 \theta D(2\vec{E}_H).
\]

These are precisely the corrections necessary to improve the agreement of the half-space model with SPM to \( O(N^{-2}) \). Thus we have the following result. If the dielectric half-space Green’s function is used together with the raw tangent plane approximation, expressed by a reflection coefficient model, we obtain a model of the root RCS that agrees with SPM to \( O(N^0) \) and \( O(N^{-1}) \) when the surface perturbations become small. If we incorporate curvature corrections into the boundary conditions, in their simplest possible form (first order Rytov model), then the agreement is improved to include terms \( O(N^{-2}) \).

**V. Conclusions**

We have shown how to derive high-order IBCs using a general vector basis adapted to the surface of a high-contrast dielectric. This removes the need to construct principal curvature axes or an orthogonal curvilinear coordinate system. As an example, we have derived the form of the IBC for a surface characterized by a Monge patch. This has been applied to the problem of scattering from a deformed plane using a dielectric Green’s function, and we have shown that the use of a curvature-corrected IBC improves the agreement between dielectric half-space theory and SPM. We believe the high-order IBC in the form we have given can be used in a significantly larger category of scattering geometries than has hitherto been practical.
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