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Abstract

We obtain ‘dynamic’ estimates for critical nematic liquid crystal (LC) temperatures with a slowly varying temperature-dependent control variable. We focus on two critical temperatures: the supercooling temperature below which the isotropic phase loses stability and the superheating temperature above which the ordered nematic states do not exist. In contrast to the static problem, the isotropic phase exhibits a memory effect below the supercooling temperature. This delayed loss of stability is independent of the rate of change of temperature and depends purely on the initial value of the temperature.
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1 Introduction

Nematic LCs are complex anisotropic liquids with a degree of long-range orientational ordering [4, 19]. Of key importance is the concept of a ‘scalar order parameter’ that can distinguish between a disordered isotropic phase and an ordered nematic phase [11, 14]. Order parameters are of prime importance in various branches of condensed matter physics e.g. superconductivity [3], active systems [7] and are used to describe transitions between different admissible equilibria. We focus on thermotropic LCs wherein the degree of orientational ordering is dictated by the temperature [4]. The isotropic-nematic phase transition has been extensively studied for thermotropic LCs [11, 15, 19], without paying attention to the effects of spatial
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and temporal variations in the temperature profile. In this paper, we study the non-equilibrium dynamics of the scalar order parameter when the temperature is a time-dependent control variable.

We work within the Landau-de Gennes (LdG) theory for thermotropic uniaxial nematic phases [4, 15, 19]. A uniaxial sample is characterized by two macroscopic variables: (i) the director, $\mathbf{n}$, which represents the preferred direction of molecular alignment and (ii) the order parameter, $S$, which is a measure of how well the molecules align with the director. In particular, the isotropic phase has identically vanishing order parameter, $S = 0$, whereas a non-zero value of $S$ corresponds to an ordered nematic phase.

The LdG theory is a variational theory and equilibrium states correspond to minimizers of an appropriately defined LdG energy functional [4, 12, 19]. The isotropic-nematic phase transition is driven by the LdG thermotropic energy that contains a temperature-dependent parameter, denoted by $A$ throughout this paper; more details are given in Section 2. The equilibrium order parameters at a given temperature, or equivalently for a given value of $A$, are given by the thermotropic energy minimizers [12]. There are two static critical values of $A$, associated with a bifurcation in the $(S,A)$-phase plane, in the LdG framework. The first critical temperature is the supercooling temperature below which the isotropic phase loses stability. The second critical temperature is the superheating temperature above which the nematic phases do not exist and the isotropic phase is the unique thermotropic energy minimizer. The supercooling and superheating temperatures are associated with a transcritical and a saddle-node bifurcation in the $(S,A)$-response diagram respectively, as illustrated in Figure 1.

The static critical temperatures are computed by treating the temperature-dependent variable, $A$, to be a constant. However, in many practical applications, $A$ is a function of a time and we study the evolution of the scalar order parameter, $S$, as $A$ slowly passes through the static critical values. We assume a simple gradient-flow model for the evolution of $S$ [11, 15] and mathematically describe how the $(S,A)$-response diagram is modified by the slow time modulations of $A$. Our most striking result concerns the critical supercooling value. There is a marked difference between a monotonic increase and a monotonic decrease through this critical value which implies that experimental measurements can be sensitive to the direction of temperature change. More precisely, the unstable isotropic branch exhibits a memory effect in the low-temperature regime, far below the predicted static supercooling value, and this delayed loss of stability is also observed in boundary-value problems for the LC scalar order parameter. This is indeed our central result: critical LC temperatures can be strongly dependent on spatial and temporal variations in the temperature profile.

The study of bifurcations with a time-dependent bifurcation parameter has a long history; the reader is referred to [1, 2, 6, 8, 10, 17]. In general, the phenomenon of dynamic stability exchange depends on multiple factors such
as the nature of the bifurcation point, the initial value of the control variable and the presence of imperfections etc. Of particular importance is the rate at which the control variable crosses its critical value, which we assume to be slow compared to the response time of the sample. In Section 2, we review the LdG theory for uniaxial nematics and present the mathematical models. In Section 3, we study the dynamic exchange of stability between distinct static equilibria when the control variable, \( A \), slowly varies through the static critical values. In Section 3.1, we derive rigorous estimates for the transcritical bifurcation associated with the supercooling value and in Section 3.2, we perform local asymptotic analysis around both the supercooling and superheating values to describe the passage from isotropic to nematic equilibria and vice-versa. In Section 4, we discuss generalizations to boundary-value problems and outline directions for future work.

## 2 The Model

The LdG theory describes the state of a nematic LC by a physical state variable: the LdG \( Q \)-tensor defined in terms of anisotropic macroscopic quantities \([4, 12, 15]\). In the uniaxial phase, the \( Q \)-tensor can be written as

\[
Q = S \left( n \otimes n - \frac{1}{3} I \right)
\]

where \( S \) and \( n \) have been defined above. We take \( n \in S^2 \) to be a constant unit-vector throughout this paper, since we are interested in the spatio-temporal response of \( S \) to temperature variations. This assumption is justified for samples with untreated boundaries wherein there are no external effects on the director field.

We work with a simple form of the LdG energy functional on a three-dimensional (3D) domain, \( \Omega \subset \mathbb{R}^3 \), given by \([11, 12]\)

\[
I[Q] := \int_{\Omega} \frac{L}{2} |\nabla Q|^2 + f_B(Q) \ dV,
\]

where \( L > 0 \) is an elastic constant and \( f_B(Q) \) is the thermotropic energy density. The thermotropic energy contains quantitative information about the degree of orientational ordering and we work with the simplest, physically reasonable form of \( f_B \) proposed in \([4, 15]\), namely

\[
f_B(Q) := \frac{A(T)}{2} \text{tr} Q^2 - \frac{B}{3} \text{tr} Q^3 + \frac{C}{4} (\text{tr} Q^2)^2 .
\]

In (3), \( A(T) \) is a linear function of the absolute temperature, \( T \), given by \( A(T) = \alpha (T - T^*) \) and \( \alpha, B, C > 0 \) are positive material-dependent constants. In what follows, we refer to \( A \) as temperature even though it is the re-scaled temperature. It can be explicitly shown that the stationary points
of the quartic $f_B$ in (3) are either uniaxial or isotropic [4, 12, 15, 19]. For a uniaxial $Q$ (of the form (1)), $f_B(Q)$ reduces to a quartic polynomial in $S$,

$$f_B(S) = \frac{A(T)}{3} S^2 - \frac{2B}{27} S^3 + \frac{C}{9} S^4,$$

and the equilibrium order parameters, $S_{eq}(T)$, correspond to stationary points of this polynomial. For $A < \frac{B^2}{24C}$, there are three distinct equilibria: (i) two ordered nematic branches

$$S_+ (A) = \frac{B + \sqrt{B^2 - 24AC}}{4C}$$

i.e. upper parabolic equilibrium (5)

$$S_- (A) = \frac{B - \sqrt{B^2 - 24AC}}{4C}$$

i.e. lower parabolic equilibrium (6)

and the isotropic branch, $S = 0$. For $A > \frac{B^2}{24C}$, the ordered nematic states do not exist and the isotropic branch is the unique thermotropic energy minimizer.

The supercooling temperature corresponds to $A = 0$ and is associated with an exchange of stability between $S_-(A)$ and $S = 0$. On the one hand, $S = 0$ is stable for $A > 0$ and unstable for $A < 0$ and on the other hand, $S_-(A)$ is locally stable for $A < 0$ and unstable for $0 < A < \frac{B^2}{24C}$. The superheating temperature is denoted by $A_J = \frac{B^2}{24C}$; $A = A_J$ is associated with a saddle-node bifurcation such that the two nematic equilibria, $S_\pm(A)$, coalesce at $A_J$ and cease to exist for $A > A_J$.

As in [11, 15], we assume a simple gradient-flow model to describe the evolution of the scalar order parameter, as shown below:

$$\frac{\partial S}{\partial \bar{t}} = -\frac{2\bar{L}}{3} \nabla^2 S - \frac{2S}{9} (2\bar{C}S^2 - BS + 3\bar{A}(T(x,t))) .$$

(7)

The model (7) has been non-dimensionalized using the scalings, $\bar{x} = \frac{x}{D}$ and $\bar{t} = \frac{A}{\gamma} t$, where $D$ is a characteristic domain length, $\gamma$ is the viscosity coefficient and $A_*$ is an arbitrary characteristic value of $A$ in (4). The re-scaled dimensionless variables are related to the original variables by $L = \frac{L}{A_* D^2}$, $B = \frac{B}{A_*}$, $\bar{C} = \frac{C}{A_*}$, $\bar{A} = \frac{A}{A_*}$. We assume that $\bar{B}$ and $\bar{C}$ are positive constants of comparable magnitude. The model (7) is complemented by suitably defined initial and boundary conditions. In most of what follows, we study the simpler spatially homogeneous case wherein the model (7) reduces to an ordinary differential equation with a slowly varying time-dependent bifurcation parameter, $A(T(t)) :$

$$\frac{dS}{dt} = -\frac{2S}{9} (2\bar{C}S^2 - BS + 3\bar{A}(T(t))) \quad S(t_0) = S_0,$$

(8)

$$\frac{d\bar{A}}{dt} = \epsilon \text{ sgn} \epsilon \quad \bar{A}(t_0) = \bar{A}_0.$$

(9)
In (9), $0 < \epsilon < 1$ is a small parameter controlling the rate of change of temperature and we take $\epsilon \ll \min \left\{ \bar{B}, \bar{C}, \frac{2}{\gamma} \right\}$. We drop the bars from the re-scaled variables in the following sections and all subsequent results are to be understood in terms of the dimensionless variables.

3 Slow passage through critical values

In the case of constant (time-independent) $A = A_0$, the ODE (8) has a unique monotonic solution $S(t, A_0)$, provided that $S_0 \neq 0$ and $S_0 \neq S_\pm(A_0)$ where $S_\pm$ have been defined in (5)-(6). One can check that $S(t, A_0)$ is given by

$$\exp \left[ -\frac{4C}{9} (t - t_0) \right] = \left( \frac{S}{S_0} \right)^{3C/2A} \left( \frac{S - S_+(A_0)}{S_0 - S_+(A_0)} \right)^{s_+(s_+-s_-)} \left( \frac{S_0 - S_-(A_0)}{S - S_-(A_0)} \right)^{s_-(s_+-s_-)}. \tag{10}$$

Mostly, we consider initial conditions, $S_0$, within an $\epsilon$-neighbourhood of one of the stable equilibria at, $A = A_0$, since the system is likely to be near equilibrium when the process of temperature-change is initiated.

We cannot compute explicit analytic solutions for the fully time-dependent problem (8)-(9). However, we can make the following qualitative observations: (i) the parabolic equilibria (see (5)-(6)) partition the $(S, A)$-plane into monotonically increasing ($\frac{dS}{dt} > 0$) and monotonically decreasing ($\frac{dS}{dt} < 0$) sections as illustrated in Figure 1 and (ii) the solutions do not cross the isotropic branch, $S = 0$, as can be seen from a straightforward analysis of (8). These two properties collectively determine the qualitative solution properties, subject to arbitrary initial conditions. In the following sub-sections, we study the slow passage through the static critical values, $A = 0$ and $A = A_J$, and quantitatively describe the delayed transitions between different equilibria.

3.1 Estimates for the transcritical bifurcation at $A = 0$

The slow passage through a transcritical bifurcation point has been studied in detail in [10]. For completeness, we recall the main result in [10] below.

**Theorem 1.** [10] Consider the initial-value problem

$$\frac{dx}{dt} = \epsilon f(x, y) \quad x(0) = a$$
$$\frac{dy}{dt} = g(x, y) \quad y(0) = b. \tag{11}$$

Suppose further that $g(x, \phi(x)) = g(x, \psi(x)) = 0$ for continuously differentiable functions $\phi(x), \psi(x)$. The point $x = c$ is a bifurcation point such that
\( \phi(c) = \psi(c) \), \( \phi(x) \) is stable for \( x < c \) and unstable otherwise and \( \psi(x) \) is unstable for \( x < c \) and stable otherwise. Define the composed solution

\[
Y(t) = \begin{cases} 
\phi(x(t)) & x \leq c \\
\psi(x(t)) & x > c.
\end{cases}
\]

(12)

Let \( \alpha = \frac{\partial \phi}{\partial x} \bigg|_{x=c} \) and assume that

\[ \alpha > 0. \]

(13)

Then there exist \( a < c, b > c, C^* > 0 \) and \( \epsilon^* > 0 \) such that the solution of (11) exists on \([a, b]\) and satisfies

\[ |y(t, \epsilon) - Y(t)| \leq C^* \sqrt{\epsilon} \quad t \in [a, b]; \quad 0 < \epsilon < \epsilon^*. \]

(14)

As we shall see, Theorem 1 only captures the forward transition through \( A = 0 \) i.e. when \( A \) monotonically increases through the supercooling value and not the backward transition. Let

\[ A(t) = A_0 + \epsilon t \]

where \( t \geq 0, A_0 < 0 \) and \( A_0 \) is independent of \( \epsilon \) i.e. the solution branch starts bounded away from the critical value, \( A = 0 \). The two competing equilibria near \( A = 0 \) are the lower parabolic equilibrium, \( S_-(A) \) in (5), and the isotropic branch, \( S = 0 \). For small \( A, S_-(A) \) can be approximated by

\[ S_-(A) \sim \frac{3A}{B} \]

and \( \frac{dS_-}{dA} > 0 \) at \( A = 0 \). In the forward case, \( S_-(A) \) plays the role of \( \phi \) in (12) and therefore, \( \alpha = \frac{dS_-}{dA} > 0 \) and the hypothesis of Theorem 1 is satisfied. We deduce that the full solution, \( S(t, A_0, S_0, \epsilon) \), remains in an \( \epsilon \)-neighbourhood of \( S_-(A(t)) \) over the interval \( A \in [A_0, a] \) for some \( a < 0 \) with \( |a| \ll 1 \), followed by a transitional regime within which \( S \) is of \( O(\sqrt{\epsilon}) \), after which \( S \) moves into an \( \epsilon \)-neighbourhood of the isotropic branch for \( A \in [b, \infty) \), with \( 0 < b \ll 1 \).

We can glean the leading order behaviour of \( \frac{S}{\sqrt{\epsilon}} \) from explicit lower and upper solutions for \( S(t, A_0, S_0, \epsilon) \), as shown below; see [16] for similar examples.

\[
-\sqrt{\epsilon} \exp \left[ -\frac{A^2}{3\epsilon} \right] \leq S(t, A_0, S_0, \epsilon) \leq -\frac{9\epsilon}{4B} \frac{\exp \left[ -\frac{A^2}{3\epsilon} \right]}{\exp \left[ -\frac{\eta^2}{3\epsilon} \right] d\eta}
\]

(15)

Therefore, following a transition within an \( O(\sqrt{\epsilon}) \)-neighbourhood of \( A = 0 \), the solution is exponentially small in \( \epsilon \). In Figure 2, we numerically solve
the system (8)-(9) for the case of a slow monotonic increase through $A = 0$, with different values of $\epsilon$. The solution migrates to an $\epsilon$-neighbourhood of $S = 0$ within a temperature range of width $O(\sqrt{-\epsilon \ln \epsilon})$ around $A = 0$ and this is in agreement with the upper and lower solutions in (15).

The next step is to consider the backward transition through $A = 0$. Let

$$A(t) = A_0 - \epsilon t,$$

with $A_0 > 0$ independent of $\epsilon$, initial condition $S_0 = \epsilon \beta > 0$ and $\beta$ independent of $\epsilon$. Analogous arguments apply to the case $S_0 < 0$. We observe that the backward transition does not satisfy the hypotheses of Theorem 1, since in the backward case, the isotropic branch is analogous to $\phi$ in (12).

Therefore, $\alpha = 0$ in Theorem 1 and we do not expect an immediate transition from the isotropic branch to the parabolic equilibria for $A < 0$. In the following proposition, we demonstrate that the unstable isotropic phase persists over the interval $A \in (-A_0, 0)$ i.e. the delay in stability exchange is independent of $\epsilon$ and is proportional to the initial temperature. We follow the paradigm in [18] and reproduce the necessary details for completeness.

**Proposition 1.** Let $S(t, A_0, S_0, \epsilon)$ denote a solution of the initial-value problem (8)-(9), with $A(t) = A_0 - \epsilon t$ and $S_0 = \beta \epsilon > 0$. For $\epsilon > 0$ sufficiently small and for $A_0 > 0$ independent of $\epsilon$, we have

$$0 < S(t, A_0, S_0, \epsilon) \leq \beta \epsilon$$

for $A \in [-A_0, A_0]$.

**Proof:** From qualitative solution properties (see Figure 1), the solution $S(t, A_0, S_0, \epsilon)$ descends towards the isotropic branch for $A \in (0, A_0]$, followed by a monotonic increase for $A < 0$.

One can verify that there exists a positive constant $\alpha > 0$, independent of $\epsilon$, such that

$$\left( -\frac{2A}{3} - \alpha \right) S \leq \frac{dS}{dt} \leq \left( -\frac{2A}{3} + \alpha \right) S$$

for $S \in (0, \beta \epsilon)$ and $A \in (-2A_0, 2A_0)$. The ordinary differential equations

$$\frac{dS}{dt} = \left( -\frac{2A}{3} \pm \alpha \right) S$$

can be solved explicitly with $A(t) = A_0 - \epsilon t$ and initial condition, $S_0 = \beta \epsilon$. The corresponding solutions are, $S^\pm (t, A_0, \epsilon)$, where

$$\ln \left( \frac{S^\pm}{\beta \epsilon} \right) = \frac{1}{3\epsilon} \left[ A^2 - A_0^2 \pm 3\alpha (A - A_0) \right].$$
The upper curve, $S^+$, re-intersects the line, $S = \beta \epsilon$, again at

$$A_+ = -\frac{3\alpha + \sqrt{9\alpha^2 + 4A_0^2 + 12\alpha A_0}}{2}$$

and the lower curve, $S^-$, re-intersects the line, $S = \beta \epsilon$, again at

$$A_- = \frac{3\alpha - \sqrt{9\alpha^2 + 4A_0^2 - 12\alpha A_0}}{2}.$$ 

Let $A_\ast(A_0, \epsilon)$ denote the first point of re-intersection between the solution, $S(t, A_0, S_0, \epsilon)$, and the line, $S = \beta \epsilon$. From the inequalities (18) and the values $A_\pm$ above, we deduce that $A_+ \leq A_\ast(A_0, \epsilon) \leq A_-$. These estimates are true for any $0 < \alpha \leq \frac{A_0}{\beta^2}$, independent of $\epsilon$. For a fixed $\epsilon > 0$, we take the limit $\alpha \to 0$ to deduce that

$$A_\ast(A_0, \epsilon) = -A_0 < 0. \quad (21)$$

The conclusion of Proposition 1 now follows. □

3.2 Asymptotic analysis for small $\epsilon$.

We re-scale (8)-(9) according to $\tilde{S} = \frac{4C}{B} S$, $\tau = \epsilon \frac{B^2}{36C} t$ so that (8) becomes

$$\epsilon \frac{d\tilde{S}}{d\tau} = -\tilde{S} \left[ \tilde{S}^2 - 2\tilde{S} + \tilde{A}(\tau) \right] \quad \tilde{S}(0) = \tilde{S}_0$$

where

$$\tilde{A}(\tau) = \frac{24A(t)C}{B^2}.$$ 

The form (22) is more amenable to asymptotic analysis. The static critical values are $\tilde{A} = 0$ (the supercooling value) and $\tilde{A} = +1$ (the superheating value) respectively, and the parabolic equilibria are given by, $\tilde{S}_\pm = 1 \pm \sqrt{1 - \tilde{A}}$ for $\tilde{A} \leq 1$.

3.2.1 Forward transition through $\tilde{A} = 0$

Let $\tilde{A}(\tau) = A_0 + \tau$ for some $A_0 < 0$ and the corresponding initial condition, $\tilde{S}_0 < 0$, is within an $\epsilon$-neighbourhood of the lower parabolic equilibrium $\tilde{S}_{-}(A_0)$. For an arbitrary initial condition $\tilde{S}_0 < 0$, the solution migrates to an $\epsilon$-neighbourhood of the lower parabolic branch, $\tilde{S}_{-}(\tilde{A})$, over a temperature range of width $O(\epsilon)$ around the initial value, $\tilde{A} = A_0$. We have already seen in Theorem 1 that the solution remains within an $\epsilon$-neighbourhood of $\tilde{S}_{-}(\tilde{A})$ for $|\tilde{A}| \gg \sqrt{\epsilon}$; also see [8] for generic asymptotic methods for first-order bifurcation problems.
In conformity with Theorem 1, we introduce the scalings, \( \tilde{S} = \sqrt{\varepsilon} \tilde{S}' \) and 
\( \tau = -A_0 + \sqrt{\varepsilon} \tau' \), near the critical value, \( \hat{A} = 0 \). The leading-order problem 
is an exactly solvable Bernoulli ODE

\[
\frac{d\tilde{S}'}{d\tau'} = 2\tilde{S}' \left( \tilde{S}' - \frac{\tau'}{2} \right).
\]  

(23)

The matching condition that requires the solution to approach \( \tilde{S} - (\hat{A}) \) as 
\( \tau' \to -\infty \), is \( \tilde{S}'(\tau') \to \frac{\tau'}{2} \) as \( \tau' \to -\infty \). This problem has a unique solution 
as shown below:

\[
\tilde{S}'(\tau') = -\exp\left[\frac{-\left(\tau'\right)^2}{2}\right]
\]

\[2 \int_{-\infty}^{\tau'} \exp\left[-\eta^2/2\right] d\eta\]  

(24)

which demonstrates the smooth approach to the isotropic branch from below, as \( \tau \to +\infty \). The solution (24) is consistent with the bounds in (15) and yields a sharper estimate for the solution in the transition layer.

### 3.2.2 Backward transition through \( \hat{A} = 0 \)

We take \( \hat{A}(\tau) = A_0 - \tau \) for some \( 0 < A_0 < 1 \) and the initial condition, \( \tilde{S}_0 \), 
to be within the basin of attraction of the isotropic equilibrium at \( A = A_0 \). This is in contrast to Proposition 1 where we only consider initial conditions within an \( \varepsilon \)-neighbourhood of the isotropic branch.

From the \((S,A)\)-phase plane, the solution descends towards the isotropic branch, in a layer of width \( O(\varepsilon) \), for \( \hat{A} > 0 \) and the leading order equation in this region is

\[
\frac{d\tilde{S}}{d\tau} = -\tilde{S} \left[ S^2 - 2\tilde{S} + A_0 \right],
\]  

(25)

where \( \tau' = \frac{\tau}{\varepsilon} \). The leading-order solution is implicitly given by

\[
\tau' = \frac{\log \left( \frac{S_0^2(A_0+S_0^2-2\tilde{S})}{S_0^2(A_0+S_0^2-2\tilde{S})} \right)}{2A_0} + \frac{\tanh^{-1} \left( \frac{\sqrt{1-A_0(S_0-\tilde{S})}}{A_0-S+(S-1)S_0} \right)}{A_0 \sqrt{1-A_0}}.
\]  

(26)

As \( \tau' \to +\infty \), we have \( \tilde{S} \sim B_0 \exp \left[-A_0 \tau'\right] \) where

\[
\log (B_0) = \frac{1}{2} \log \left( \frac{A_0 S_0^2}{S_0^2 - 2S_0 + A_0} \right) + \frac{\tanh^{-1} \left( \frac{\sqrt{1-A_0 S_0}}{A_0 - S_0} \right)}{\sqrt{1-A_0}}.
\]  

(27)

Thereafter, \( \tilde{S} \) becomes small for \( \hat{A} < A_0 \) and the subsequent behaviour may be found by linearizing (22) about \( \tilde{S} = 0 \),

\[
\varepsilon \frac{d\tilde{S}}{d\tau} + (A_0 - \tau) \tilde{S} = 0,
\]  
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with matching condition, \( \tilde{S} \sim B_0 \exp \left[ -A_0 \frac{\tau}{\epsilon} \right] \), as \( \tau \to 0^+ \). The leading-order solution for \( \tau > 0 \) is given by

\[
\tilde{S}(\tau) \sim B_0 \exp \left[ -A_0 \tau + \frac{\tau^2}{\epsilon} \right]
\]  

(28)

which is exponentially small for \( 0 < \tau < 2A_0 \), or for \( A \in (-A_0, A_0) \), and is consistent with the lower and upper solutions computed in (20).

Near \( \tilde{A} = -A_0 \), we set \( \tau = 2A_0 + \epsilon \tau' \) to get the leading order equation

\[
\frac{d\tilde{S}}{d\tau'} = -\tilde{S} \left( \tilde{S}^2 - 2\tilde{S} - A_0 \right)
\]  

(29)

with matching condition, \( \tilde{S}(\tau') \to B_0 \exp \left[ +A_0 \tau' \right] \) as \( \tau' \to -\infty \). As in (26), we obtain

\[
\tau' = -\log \left( \frac{B_0^2(A_0 - \tilde{S}^2 + 2\tilde{S})}{A_0 \tilde{S}^2} \right) - \frac{\tanh^{-1} \left( \frac{\sqrt{1 + A_0 \tilde{S}}}{A_0 + \tilde{S}} \right)}{A_0 \sqrt{1 + A_0}},
\]  

(30)

where \( B_0 \) has been defined in (27) and this describes the isotropic-upper parabolic ascent, in a layer of width \( O(\epsilon) \), for \( \tilde{A} < 0 \).

If the initial condition is \( \tilde{S}_0 < 0 \), then we can repeat the computations above to describe the transition from the isotropic branch to the lower parabolic branch in (6) for \( \tilde{A} < 0 \). This asymptotic analysis shows that the delay phenomenon is characteristic of any initial condition, \( \tilde{S}_0 \), within the basin of attraction of \( \tilde{S} = 0 \). The delay itself is independent of \( \tilde{S}_0 \) but \( \tilde{S}_0 \) manifests in the final isotropic-parabolic approach in (30).

### 3.2.3 Forward transition through \( \tilde{A} = 1 \).

Let \( \tilde{A}(\tau) = A_0 + \tau \) for some \( A_0 < 1 \) and let the initial condition, \( \tilde{S}_0 \), be within an \( \epsilon \)-neighbourhood of the upper parabolic branch, \( \tilde{S}_+ (A_0) \). It can be rigorously proven that the solution remains within an \( \epsilon \)-neighbourhood of \( \tilde{S}_+ (\tilde{A}) \) provided that \( \tilde{A} \) is bounded away from \( \tilde{A} = 1 \) [1, 17]. Indeed, the solution may be expanded asymptotically in the form

\[
\tilde{S} \sim 1 + \sqrt{1 - \tilde{A}} + \frac{\epsilon}{4(1 - \tilde{A}) \left( 1 + \sqrt{1 - \tilde{A}} \right)} + O(\epsilon^2)
\]

and we infer that there is a nonuniformity when \( 1 - \tilde{A} = O(\epsilon^{2/3}) \) and \( \tilde{S} - 1 = O(\epsilon^{1/3}) \). We, therefore, define \( \bar{\tau} = \epsilon^{-2/3} (1 - A_0 - \tau) \), and seek an asymptotic expansion for \( \tilde{S}(\bar{\tau}) \) from (22) as follows:

\[
\tilde{S}(\bar{\tau}) = 1 + \epsilon^{1/3} S_1 (\bar{\tau}) + \epsilon^{2/3} S_2 (\bar{\tau}) + \ldots.
\]  

(31)
The first-order term is a solution of the Riccati equation
\[
\frac{dS_1}{d\bar{\tau}} = - (S_1^2 + \bar{\tau}^2),
\] (32)
and therefore,
\[
S_1(\bar{\tau}) = - \frac{\text{Ai}'(-\bar{\tau})}{\text{Ai}(-\bar{\tau})},
\]
\[
S_2(\bar{\tau}) = \int_{-\bar{\tau}}^{\infty} \frac{\text{Ai}'(z)^3/\text{Ai}(z) \, dz}{\text{Ai}(-\bar{\tau})^2} + \frac{\text{Ai}'(-\bar{\tau})^2}{2\text{Ai}(-\bar{\tau})^2},
\] (33)
where \( \text{Ai} \) denotes the Airy function [8].

This expansion becomes nonuniform as \( \bar{\tau} \to \tau^* \) where \(-\tau^*\) denotes the first zero of the Airy Function i.e. \( \tau^* = +2.338 \). In this limit,
\[
\tilde{S}(\bar{\tau}) \sim 1 - \frac{\epsilon^{1/3}}{\tau^* - \bar{\tau}} - \epsilon^{2/3} \frac{C_1 + \log{(\tau^* - \bar{\tau})}}{(\tau^* - \bar{\tau})^2} + \ldots
\] (34)
where \( C_1 \approx 0.5085 \) is an explicitly computable positive constant. This motivates the scaling, \( \tilde{A} = 1 + \tau^* \epsilon^{2/3} + \frac{1}{3} \epsilon \log{\left(\frac{1}{\epsilon}\right)} + \epsilon \bar{\tau} \), which results in the leading order equation (35) below,
\[
\frac{d\tilde{S}}{d\tilde{\tau}} \sim -\tilde{S} \left( \tilde{S} - 1 \right)^2,
\] (35)
with matching condition
\[
\tilde{S} \sim 1 + \frac{1}{\tilde{\tau}} - \frac{C_1 + \log{(-\tilde{\tau})}}{\tilde{\tau}^2} + \ldots
\] (36)
as \( \tilde{\tau} \to -\infty \). The leading-order inner solution is then implicitly given by
\[
\tilde{\tau} = -C_1 - \frac{1}{1 - \tilde{S}} + \log{\left(\frac{1 - \tilde{S}}{\tilde{S}}\right)},
\] (37)
Thus, the temperature overshoots the critical value \( \tilde{A} = 1 \) by a distance \( \Delta \tilde{A} \sim \tau^* \epsilon^{2/3} + \frac{1}{3} \epsilon \log{\left(\frac{1}{\epsilon}\right)} \) before transitioning down to the isotropic branch over a temperature range of order \( \epsilon \).

4 Conclusion and Discussion

This paper focuses on delay estimates for the exchange of stability across bifurcation points in thermotropic uniaxial nematics, with a slowly varying control variable. We have adopted a simple gradient-flow model to describe the evolution of the nematic scalar order parameter in space and time, and in the simple case of a spatially homogeneous system, our model falls within the
well-studied framework of first-order algebraic bifurcation problems. With reference to Figure 1, we are primarily interested in two critical values: (i) the supercooling value, \( A = 0 \) and (ii) the superheating value, \( A_J = \frac{B^2}{24C} \). The superheating value corresponds to a saddle-node bifurcation and, \( A(\epsilon t) \) with \( 0 < \epsilon \ll 1 \), regularizes the exchange of stability between the ordered nematic equilibria and the isotropic branch over a region of width, \( O(\epsilon^{2/3}) \), centered around \( A = A_J \). In this case, we do not expect any marked changes in macroscopic measurements of \( A_J \).

Our most striking observation concerns the supercooling value, \( A = 0 \). In the forward transition case (see Sections 3.1 and 3.2.1), the exchange of stability takes place within a region of width, \( O(\sqrt{\bar{t}}) \), centered around \( A = 0 \) and we recover the static value in the limit \( \epsilon \to 0 \). In the backward case (see Sections 3.1 and 3.2.2), the exchange of stability takes place within a region of width, \( O(2A_0) \), around \( A = 0 \), where \( A_0 \) is the initial temperature. In particular, we do not recover the static value in the limit \( \epsilon \to 0 \).

The results in Section 3 are restricted to spatially homogeneous systems. Some of our results can be easily generalized to inhomogeneous systems. As an illustrative example, consider the partial differential equation (7) on a one-dimensional (re-scaled) interval, \( 0 \leq \bar{x} \leq 1 \), as shown below

\[
\frac{\partial S}{\partial \bar{t}} = \frac{2L}{3} \frac{\partial^2 S}{\partial \bar{x}^2} - \frac{2S}{9} \left( 2\bar{C}S^2 - \bar{B}S + 3\bar{A}(\bar{x}, t) \right) \quad 0 \leq \bar{x} \leq 1, \quad \bar{t} \geq 0. \tag{38}
\]

Recall that \( \bar{t}, \bar{L} \) etc. are dimensionless and related to the original variables by the re-scalings introduced in Section 2. For simplicity, we impose homogeneous boundary conditions, \( S(0, \bar{t}) = S(1, \bar{t}) = 0 \). The initial condition can be any arbitrary function ‘sufficiently close’ to the isotropic equilibrium.

We study the nonlinear ‘static’ stability of the isotropic equilibrium by computing the second variation of the LdG energy in (2), the positivity of which is a sufficient criterion for nonlinear ‘static’ stability in one spatial dimension [5, 13]. The second variation of the associated dimensionless LdG energy about \( S = 0 \) is given by

\[
\delta^2 I|_{S=0} = \int_0^1 \frac{2}{3} \bar{L} \left( \frac{d\theta}{d\bar{x}} \right)^2 + \bar{A} \theta^2(\bar{x}) \, d\bar{x}, \tag{39}
\]

where \( \theta \) is an arbitrary continuously differentiable function vanishing at the boundary. Recalling Wirtinger’s inequality [13] i.e.

\[
\int_0^1 \left( \frac{d\theta}{d\bar{x}} \right)^2 \, d\bar{x} \geq \pi^2 \int_0^1 \theta^2(\bar{x}) \, d\bar{x}
\]

for all such \( \theta \), we obtain the following inequality:

\[
\delta^2 I|_{S=0} \geq \frac{2}{3} \int_0^1 \left( \bar{L}\pi^2 + \bar{A} \right) \theta^2(\bar{x}) \, d\bar{x} \tag{40}
\]
and one can immediately see that $\delta^2 I|_{S=0} > 0$ if

$$\min_{\bar{x} \in [0,1], \bar{t} \geq 0} \bar{A}(\bar{x}, \bar{t}) > \bar{A}_T = -\pi^2 L,$$

or in terms of the original variables, the isotropic state is stable (in the static sense) if

$$\min_{x \in [0,D], t \geq 0} A(x, t) > A_T = -\frac{\pi^2 L}{D^2}.$$  \hspace{1cm} (42)

In (42), $L$ is an elastic constant and $D$ is the interval length. Thus, the isotropic equilibrium is stable for $A > A_T$ and $A_T$ is strictly less than the homogeneous supercooling value, $A = 0$. Having demonstrated the nonlinear ‘static stability’ of the isotropic phase for $A > A_T$, we can use Liapounov’s direct method (with the LdG energy as a Liapounov function) to prove the dynamic Liapounov stability of the isotropic phase for $A > A_T$ [5]. This delayed loss of stability is purely a consequence of the boundary effects.

The preceding discussion shows that measurements of the supercooling temperature can be sensitive to spatial and temporal variations in the temperature profile. From an applications perspective, one needs to have reliable estimates for the temperature range over which an ordered LC phase can be observed [4]. These delay estimates imply the persistence of a disordered, isotropic phase for low temperatures and this persistence will affect the properties of LC-based devices. Of course, the evolution of the LC phase with temperature depends on a combination of factors, not all of which are included in our simplistic model. For example, we assume a constant director field $n$ in (4) and in practice, $n$, surface anchoring and elastic anisotropy effects couple to the LC scalar order parameter. Preliminary investigations suggest that noise can play a crucial role in stability exchange phenomena and there is a delicate balance between the relative magnitudes of noise and $\epsilon$ in our model. Nevertheless, although our model represents an idealized situation, it draws attention to a hitherto neglected effect: the sensitivity of critical LC temperatures to the temperature distribution itself, and we plan to incorporate additional effects in future work.
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Figure 1: The \((S, A)\)-phase plane with \(B = 0.64, C = 0.35\), in dimensionless units [15]. Then \(A_I = 0.05\). The upward arrows indicate the direction of increasing \(S\) i.e. where \(\frac{dS}{dt} > 0\) from (8)-(9), and the downward arrows indicate the direction of decreasing \(S\) where \(\frac{dS}{dt} < 0\).
Figure 2: Numerical solutions of (8)-(9) with \( A(t) = -1 + \epsilon t \) and two different values of \( \epsilon \): (i) \( \epsilon = 0.01 \) and (ii) \( \epsilon = 0.001 \). We compute the width of the temperature band outside which \( S(t, A_0, S_0, \epsilon) \) is within an \( \epsilon \)-neighbourhood of either the lower parabolic branch or the isotropic branch. This width is proportional to \( O(\sqrt{-\epsilon \ln \epsilon}) \), as can be seen by computing the value of \( A \) for which the lower and upper solutions (see (15)) cross \( S = -\epsilon \).
Figure 3: Numerical solutions of (8)-(9) with $A(t) = 0.1 - \epsilon t$, three different values of $\epsilon$: (i) $\epsilon = 0.01$, (ii) $\epsilon = 0.001$ and (iii) $\epsilon = 0.0001$ and initial condition $S_0 = 5\epsilon$. 
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Figure 4: Numerical solutions of (8)-(9) with $A(t) = A_0 + \epsilon t$ and $A_0 = \frac{A_j}{2}$. We take two different values of $\epsilon$: (i) $\epsilon = 0.001$ and (ii) $\epsilon = 0.0001$ and initial condition, $S_0 = S_+ \left( \frac{A_j}{2} \right) + 5\epsilon$, in both cases.
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