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1 Introduction

Recently the first of the authors [2] proved the following theorem.

There are infinitely many primes of the form \( a^3 + 2b^3 \) with integer \( a, b \).

More specifically, there is a positive constant \( c \) such that, if

\[
\eta = \eta(X) = (\log X)^{-c},
\]

then the number of such primes with \( X < a, b \leq X(1 + \eta) \) is

\[
\sigma_0 \frac{\eta^2 X^2}{3\log X} \{1 + O((\log \log X)^{-1/6})\}
\]

as \( X \to \infty \), where

\[
\sigma_0 = \prod_p (1 - \frac{\nu_p - 1}{p})
\]

and \( \nu_p \) denotes the number of solutions of the congruence \( x^3 \equiv 2 \mod p \).

Our goal in the present paper is to treat a general binary cubic form, making use of the technique developed in [2]. The main result of this paper can be stated as follows.

**Theorem 1.1** Let \( f(x) \) be a binary cubic form with integral rational coefficients irreducible in \( \mathbb{Z}[x] \). There are infinitely many primes of the form \( f(a) \) with \( a \in \mathbb{Z}^2 \) unless \( f(a) \) is divisible by \( 2 \) for each \( a \) in \( \mathbb{Z}^2 \), in which case there are infinitely many primes of the form \( \frac{1}{2} f(a) \) with \( a \in \mathbb{Z}^2 \).

In point of fact, we shall obtain an asymptotic formula for the relevant number of primes as in [2]. The proof follows the pattern set up in [2]. Large
parts of the argument in [2] carry over almost verbatim. We shall not repeat these, but rather, emphasize those points where additional work is necessary. In consequence, the reader is advised to familiarize himself with [2] before studying the present paper. The most novel parts of the present paper are to be found in sections 2, 6, and 7.

Notation. As usual, \( \mathbb{C}, \mathbb{R}, \mathbb{Q}, \mathbb{Z} \) stand for the fields of complex, real, rational numbers, and the ring of rational integers, respectively; \( A^* \) denotes the group of invertible elements in a commutative ring \( A \). We write \( \# \mathcal{M} \) to denote the cardinality of the set \( \mathcal{M} \). The letters \( \mu \) and \( \tau \) denote the Möbius and the divisor functions respectively; sometimes we write, for brevity, \( \tau(\alpha) \) for the number of divisors of the ideal \( (\alpha) \) over a field which will be clear from the context, and similar for \( \mu \). Let \( \epsilon_q(x) := \exp(2\pi i x/q) \). If \( a \) denotes the array \((a_1, \ldots, a_n)\), for instance \( a \in \mathbb{R}^n \), we let \( a_i \) stand for the \( i \)-th coordinate, and write \( a_1 \mod R \) or simply \( a_1 \equiv a_2 (R) \), means that \( R \) divides \( a_1 - a_2 \). In what follows, \( X \) denotes a sufficiently large positive real number; the implied constants in upper estimates and asymptotic formulae depend at most on the coefficients of the form \( f \). We shall maintain the convention introduced in [2], according to which \( c \) (respectively \( c(A) \)) denotes a positive absolute (resp. depending only on \( A \)) constant, potentially different at each occurrence. Let \( \eta := (\log X)^{-c} \), where \( c \) is a suitable positive constant defined as in [2].

2 General set-up; the statement of the main result

Let \( K \) be a number field of degree \( n = r_1 + 2r_2 \) over \( \mathbb{Q} \), and let \( \sigma_i : K \to \mathbb{C} \), \( 1 \leq i \leq n \), be the distinct isomorphic embeddings of \( K \) into \( \mathbb{C} \) numbered in such a way that \( \sigma_i(K) \subset \mathbb{R} \) if and only if \( i \leq r_1 \), and \( \alpha^{(i+r_2)} = \bar{\alpha}^{(i)} \) for \( r_1 < i \leq r_1 + r_2 \), where \( \alpha^{(i)} := \sigma_i(\alpha) \) for \( \alpha \in K \). Let \( \mathfrak{o}(K), \mathcal{D}(K), h(K), R(K), \) and \( \mathcal{I}(K) \) denote the ring of integers, the discriminant, the class number, the regulator matrix of \( K \), and the monoid of integral ideals in \( K \) respectively. Let us recall that \( R(K) = (a_{ij})_{1 \leq i,j \leq r+1}, \ r := r_1 + r_2 - 1 \) with \( a_{1j} = 1/n \) for \( 1 \leq j \leq r_1 \), \( a_{1j} = 2/n \) for \( j > r_1 \), and \( a_{ij} = \log |\varepsilon_{i-1}^{(j)}|, \ 2 \leq i \leq r + 1, \ 1 \leq j \leq r + 1 \), where \( \{\varepsilon_i : 1 \leq i \leq r\} \) is a set of fundamental units of \( K \), cf. [7], p.94. Finally, let

\[
\zeta_K(s) = \sum_{\mathfrak{a} \in \mathcal{I}(K)} N\mathfrak{a}^{-s}
\]
be the zeta-function of \( K \), and let \( \phi(K) = 2^r \pi^r D(K)^{-1/2} h(K) | \det R(K)| \) be the residue of \( \zeta_K(s) \) at \( s = 1 \), see for instance [7, p.129].

Let \( k \) be a cubic number field, that is an extension of \( \mathbb{Q} \) with \([k : \mathbb{Q}] = 3\); write, for brevity, \( \mathfrak{o} := \mathfrak{o}(k) \). We fix a \( \mathbb{Z} \)-submodule \( F \) of \( \mathfrak{o} \) of rank 2, and write \( F = \{ a_1 \omega_1 + a_2 \omega_2 : a \in \mathbb{Z} \} \), so that \( k = \mathbb{Q}(\theta_0), \theta_0 := \omega_2 \omega_1^{-1} \). Let \( \mathfrak{d} = (\omega_1, \omega_2) \) be the ideal in \( \mathfrak{o} \) generated by \( F \), and let

\[
f(x) = N_{k(x)/\mathbb{Q}(x)}(x_1 \omega_1 + x_2 \omega_2) \mathfrak{d}^{-1}.
\]

Let \( \varepsilon(f) \) denote the highest common factor of the integer values \( \{ f(a) : a \in \mathbb{Z} \} \) of \( f \), and let \( h_f = f(1, 1) \). Without loss of generality, it may be assumed that \( h_f > 0 \). The following lemmata are to be proved at the end of this section.

**Lemma 2.1** \( f(x) \) is an integral binary cubic form irreducible in \( \mathbb{Z}[x] \), in particular primitive, and any such form is of this shape. Moreover, \( \varepsilon(f) = 1 \) unless each of the four integers \( N(\mathfrak{d}^{-1} \omega_1), N(\mathfrak{d}^{-1} \omega_2), N(\mathfrak{d}^{-1}(\omega_1 \pm \omega_2)) \) is even, in which case \( \varepsilon(f) = 2 \).

Let \( \theta = \theta_0 N(\omega_1 \mathfrak{d}^{-1}) \), and let \( \nu = (\mathfrak{o} : \mathbb{Z}[\theta]) \). A rational prime, resp. a prime ideal in \( \mathfrak{o} \), dividing \( \nu N(\omega_1 \omega_2) \) is said to be singular. Let \( P, P_0, \mathcal{P}, \) and \( \mathcal{P}_0 \) denote the set of rational primes, the set of singular rational primes, the set of prime ideals in \( \mathfrak{o} \), and the set of singular prime ideals in \( \mathfrak{o} \), respectively; the sets \( P_0 \) and \( \mathcal{P}_0 \) being finite, write \( C = \prod_{p \in \mathcal{P}_0} p \). Let \( I(X) \) denote the square \( X < x_1, x_2 \leq X(1 + \eta) \) in \( \mathbb{R}^2 \). Given \( a \in \mathbb{Z} \), let \( \mathfrak{A}_a := (a_1 \omega_1 + a_2 \omega_2) \mathfrak{d}^{-1} \); let

\[
\mathcal{A}_0 = \{ \mathfrak{A}_a : a \in \mathbb{Z}^2, (a_1, a_2) = 1 \},
\]

and let

\[
\mathcal{A} = \{ \mathfrak{A}_a : \mathfrak{A}_a \in \mathcal{A}_0, a \in I(X) \}.
\]

**Lemma 2.2** Suppose that \( p_i | \mathfrak{B}, p_i | p \), \( p_i \in \mathcal{P} \) for some \( \mathfrak{B} \) in \( \mathcal{A}_0 \), and some \( p \) in \( P, i = 1, 2 \). If \( p \) is not singular, then \( p_1 = p_2 \) and \( Np_1 = p \).

**Lemma 2.3** Suppose that \( \{ \mathfrak{A}_a, \mathfrak{A}_b \} \subseteq \mathcal{A} \). Then \( f(a) = h_f X^3(1 + O(\eta)) \) and \( \mathfrak{A}_a = \mathfrak{A}_b \Rightarrow a = b \).

As an immediate consequence of these two lemmata, one obtains the following result.

**Corollary 2.1** If \( \mathfrak{A}_a \in \mathcal{A} \), then \( f(a) \in P \Leftrightarrow \mathfrak{A}_a \in \mathcal{P} \).
We are now ready to state our main result. Let

\[ \pi(A) := \# \{ p : p \in P, \ p = f(a), \ a \in I(X) \} \]

be the number of rational primes \( p \) of the form \( p = f(a) \) with \( a \in I(X) \). By Corollary 2.1,

\[ \pi(A) = \text{card} (A \cap P). \]  \hspace{1cm} (2.1)

**Theorem 2.1** Let \( f \) be a binary cubic form irreducible in \( \mathbb{Z}[x] \) with \( \varepsilon(f) = 1 \); suppose \( f(1, 1) > 0 \). Then

\[ \pi(A) = \sigma(f) \frac{\eta^2 X^2}{3 \log X} \{ 1 + O((\log \log X)^{-1/6}) \} \]  \hspace{1cm} (2.2)

as \( X \to \infty \), with \( \sigma(f) > 0 \).

**Corollary 2.2** Let \( f \) be a binary cubic form irreducible in \( \mathbb{Z}[x] \) with \( \varepsilon(f) = 2 \); suppose \( f(2, 1) > 0 \). Then the number of rational primes \( p \) of the form \( p = \frac{1}{2} f(a) \) with \( b(a) \in I(X) \), where \( b_1(a) = \frac{1}{2} a_1, \ b_2(a) = a_2 \), is equal to

\[ \sigma(f) \frac{\eta^2 X^2}{3 \log X} \{ 1 + O((\log \log X)^{-1/6}) \}. \]

**Proof.** It suffices to remark that if \( \varepsilon(f) = 2 \) then \( f(x) = 2g(y) \), where \( x_1 = 2y_1, \ x_2 = y_2 \), and \( g \) is a binary cubic form irreducible in \( \mathbb{Z}[x] \) with \( \varepsilon(g) = 1 \). Since \( f(2, 1) = 2g(1, 1) \), the assertion follows from Theorem 2.1 applied to \( g \).

We conclude this section by proving Lemmata 2.1-3. Let us begin with Lemma 2.1. The binary cubic form \( f(x) \) is integral, for each of the coefficients of the form \( N_{k(\omega)/\mathbb{Q}(\omega)}(x_1\omega_1 + x_2\omega_2) \) is divisible by \( N\mathfrak{d} \). Since \( k = \mathbb{Q}(\theta_0) \), the form \( f(x) \) is \( \mathbb{Q} \)-irreducible. If

\[ p | \text{h.c.f.} (N(\mathfrak{d}^{-1}\omega_1), N(\mathfrak{d}^{-1}\omega_2), N(\mathfrak{d}^{-1}(\omega_1 \pm \omega_2))) \]

and \( p \in P \), then \( p = p_1 p_2 p_3 \), where

\[ p_1 | \omega_1 \mathfrak{d}^{-1}, \ p_2 | \omega_2 \mathfrak{d}^{-1}, \ p_3 | (\omega_1 \pm \omega_2) \mathfrak{d}^{-1}, \ p_i \in \mathcal{P}, \ 1 \leq i \leq 3, \]

and it follows that \( p = 2 \); moreover, the coefficients of \( x_1^2 x_2 \) and of \( x_1 x_2^2 \) in \( f(x) \) are easily seen to be odd in this case. It follows therefore that \( f \) is primitive. Conversely, let \( f(x) \) be an integral binary cubic form irreducible in \( \mathbb{Z}[x] \), then \( f(x) = a N_{k(\omega)/\mathbb{Q}(\omega)}(x_1 + \eta x_2) \) with \( a \in \mathbb{Z}, \ \eta \in k \). Suppose \( m\eta \in \mathfrak{o}, \ m \in \mathbb{Z} \), and let \( g(x) = N_{k(\omega)/\mathbb{Q}(\omega)}(mx_1 + \omega x_2) \mathfrak{d}^{-1}, \) where \( \omega = m\eta, \ \mathfrak{d} = (m, \omega) \). Since \( g(x) \) is an integral binary cubic form irreducible in \( \mathbb{Z}[x] \), it follows that
then the ideal \((\text{It follows from a theorem of Dedekind (see, for instance [5, Lemma 1]) that deduce that polynomial of } \)
\[ p \in \mathcal{P}, \ p_i \neq p_j, \ p_i \not| \omega, 1 \leq i < j \leq 3, \ p_3 \not| (\omega_1 + \omega_2). \]

This completes the proof of Lemma 2.1.

Suppose now that \(p_1, p_2|\mathfrak{A}_a, \ \mathfrak{A}_a \in \mathcal{A}_0\). Then if \(m = a_1 a_2^{-1} \mod p\) with \(n \in \mathbb{Z}\), we will have
\[
\theta_0 = -a_1 a_2^{-1} = n (p_i), \ (i = 1, 2).
\]

Since \(p_1, p_2|p\), and \(p\) is non-singular, it follows that \(p_1\) and \(p_2\) do not divide \(n\). Thus \(N(p_1) = N(p_2) = p\). Let \(\varphi(u) = N_{k(u)/\mathbb{Q}(\omega)}(u - \theta)\) be the characteristic polynomial of \(\theta_0\), so that
\[
\varphi(n) = -a_2^{-3} N(\mathfrak{d}^{-1} \omega_1^{-1}) N(\mathfrak{A}_a) = 0 \mod p.
\]

It follows from a theorem of Dedekind (see, for instance [5, Lemma 1]) that the ideal \((p, \theta_0 - n)\) is prime. Since both \(p_1\) and \(p_2\) divide \((p, \theta_0 - n)\) we deduce that \(p_1 = p_2\), as Lemma 2.2 asserts.

Finally, let \(\mathfrak{A}_a \in \mathcal{A}\). Then \(f(a) = X^3 f(a/X)\) and \(a_i/X = 1 + O(\eta)\), \(i = 1, 2\), so that \(f(a) = h(X^3(1 + O(\eta))) \) since \(h > 0\). Suppose \(\mathfrak{A}_a = \mathfrak{A}_b\) and let
\[
\alpha = (a_1 \omega_1 + a_2 \omega_2)(b_1 \omega_1 + b_2 \omega_2)^{-1},
\]
then \(\alpha \in \sigma^*\). It follows from (2.3) that
\[
\text{Tr } \alpha = (a_1 \partial_1 f(b) + a_2 \partial_2 f(b)) f(b)^{-1},
\]
and therefore
\[
\text{Tr } \alpha = (b_1 \partial_1 f(b) + b_2 \partial_2 f(b)) f(b)^{-1} + O(\eta X f(b)^{-1} (|\partial_1 f(b)| + |\partial_2 f(b)|)),
\]
or \(\text{Tr } \alpha = 3 + O(\eta)\). Since \(\text{Tr } \alpha \in \mathbb{Z}\), it follows that \(\text{Tr } \alpha = 3\); analogously, \(\text{Tr } \alpha^{-1} = 3\). Thus \(\alpha = 1\), and Lemma 2.3 follows.

### 3 Preparatory lemmata; calculation of \(\sigma(f)\)

Write, for brevity, \(I := \mathcal{I}(k)\). Given a sequence \(D\) of rational integers, and a sequence \(\mathcal{D}\) of ideals in \(\mathcal{I}\), let \(D_d = \{ c : c \in D, d|c\}\), and \(\mathcal{D}_a = \{ c : c \in \mathcal{D}, a|c\}\) for \(d \in \mathbb{Z}\), and \(a \in \mathcal{I}\). Let
\[
A = \{ f(a) : a \in I(X) \cap \mathbb{Z}^2, \ (a_1, a_2) = 1\},
\]
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or what amounts to the same thing, \( A = \{ Na \mid a \in A \} \). Let
\[
\mathcal{R} = \{ R : R \in \mathcal{I}, \mu(R)^2 = 1, R = R_0R_1, \mu(NR_1)^2 = 1 \},
\]
where \( R_0 = (R, C) \), so that \( (R_1, C) = 1 \). It follows from Lemma 2.2 that
\[
(\{ R : R \in \mathcal{I}, \mu(R)^2 = 1 \} \cap \mathcal{A}_0) \subseteq \mathcal{R}.
\]
For \( R \in \mathcal{R} \), let
\[
\sigma(R, X) = \# \{ a : a \in \mathbb{Z}^2 \cap \mathcal{I}(X), R|a \},
\]
let
\[
\mathfrak{m}(R) = \{ u : u \in \mathbb{Z}^2, u \mod r, R|u \},
\]
where \( r := NR \), and let
\[
\alpha(R) = \frac{1}{r} \# \mathfrak{m}(R), \quad \beta(R) = \frac{1}{r} \alpha(R).
\]
(3.1)

Following [2, § 5] we may conclude that
\[
\sigma(R, X) = r^{-2} \sum_{\substack{a \mod r \atop x \in \mathcal{I}(X)}} \sigma_0(R, a)e_r(-ax),
\]
where \( \sigma_0(R, a) = \sum_{u \in \mathfrak{m}(R)} e_r(au) \). One remarks that the sum \( \sigma_0(R, a) \) is weakly multiplicative, that is \( \sigma_0(ab, a) = \sigma_0(a, a)\sigma_0(b, a) \), whenever \( (Na, Nb) = 1 \), and \( \alpha(R) = \alpha(R_0)\alpha(R_1) = \alpha(R_0) \) for \( R \in \mathcal{R} \). As in [2], it follows that
\[
\sigma(R, X) = \frac{\eta^2X^2}{r} \alpha(R_0) + \rho(R, X),
\]
with
\[
\rho(R, X) = \Sigma_0 + O\left(\frac{X}{r}\right),
\]
(3.3)
where
\[
\Sigma_0 = r^{-2} \sum_{\substack{a \neq 0 \mod r \atop x \in \mathcal{I}(X)}} \sigma_0(R, a)e_r(-ax).
\]
(3.4)

Let
\[
\Sigma_1 = \sum_{\substack{Q < NR \leq 2Q \atop R \in \mathcal{R}}} \tau(R)^4|\rho(R, X)|.
\]

We prove the following analogue of [2, Lemma 5.1].
Lemma 3.1 If $A$ is any positive integer, there exists $c(A)$ such that
\[ \Sigma_1 \ll (X + Q)(\log Q)^{c(A)}. \]

Proof. It follows from (3.3) that $\Sigma_1 \leq \Sigma_{11} + \Sigma_{12}$, where
\[ \Sigma_{11} \ll X \sum_{Q < NR \leq 2Q} \tau(R)^A NR^{-1} \ll X (\log Q)^{c(A)}, \]
and
\[ \Sigma_{12} = \sum_{Q < NR \leq 2Q} \tau(R)^A |\Sigma_0|. \quad (3.5) \]

By (3.4),
\[ \Sigma_0 \leq r^{-2} \sum_{a \neq 0 \mod r} |\sigma_0(R, a)|| \sum_{x \in I(X)} e_r(-ax)|. \]

Since $|\sigma_0(R, a)| = |\sigma_0(R_0, a)| |\sigma_0(R_1, a)| \leq NR_0^2 |\sigma_0(R_1, a)| \ll |\sigma_0(R_1, a)|$, it follows that
\[ |\Sigma_0| \ll \sum_{|a_1|, |a_2| \leq r/2} \frac{|\sigma_0(R_1, a)|}{r^2} \min\{X, \frac{r}{|a_1|}\} \min\{X, \frac{r}{|a_2|}\}. \quad (3.6) \]

Further, if $NR_1 = p$, $p \in P$, $a \neq 0 \mod p$, then
\[ \sigma_0(R_1, a) = \sum_{t \in m(R_1)} e_p(tua) = \sum_{u \in m(R_1)} e_p(tua) \]
as soon as $t \neq 0 \mod p$; therefore
\[ (p - 1) \sigma_0(R_1, a) = \sum_{u \in m(R_1)} e_p(tua) \]
\[ \quad = p \# \{u : u \in m(R_1), p|ua\} - \# m(R_1). \]

If $a_2 \omega_1 \neq a_1 \omega_2 \mod R_1$, this gives $(p - 1) \sigma_0(R_1, a) = p - \# m(R_1) = 0$; in view of the weak multiplicativity of $\sigma_0(R_1, a)$, it follows therefore that
\[ a_2 \omega_1 \neq a_1 \omega_2 \mod R_1 \Rightarrow \sigma_0(R_1, a) = 0 \quad (3.7) \]
for any $R$. Let us substitute estimate (3.6) in the equation (3.5) and divide the range of summation over $a$ into two parts, summing first over those $a$
with \(a_1a_2 = 0\) and then over those with \(a_1a_2 \neq 0\). This gives \(\Sigma_{12} \ll \Sigma_{13} + \Sigma_{14}\), where

\[
\Sigma_{13} \ll X \sum_{0 < a \leq Q} \frac{1}{a} \sum_{Q < NR \leq 2Q} \tau(R)^A \ll X \sum_{0 < a \leq Q} \frac{\tau(a)c_1(A)}{a} \ll X (\log Q)^c(A),
\]

and

\[
\Sigma_{14} = \sum_{1 \leq |a_1|, |a_2| \leq \frac{r}{2}, Q < NR \leq 2Q, R \in \mathcal{R}} \tau(R)^A \frac{[\sigma_0(R_1, a)]}{|a_1a_2|} \min\{X, \frac{r}{|a_1|}\} \min\{X, \frac{r}{|a_2|}\},
\]

One obtains

\[
\Sigma_{14} \ll \sum_{Q < NR \leq 2Q, R \in \mathcal{R}} \tau(R)^A \frac{[\sigma_0(R_1, a)]}{|a_1a_2|} \ll Q \sum_{a \in \Omega} \tau(R)^A \frac{[\sigma_0(R_1, a)]}{|a_1a_2|},
\]

where

\[
\Omega = \{ a : 1 \leq |a_1|, |a_2| \leq Q, a_2 \omega_1 = a_1 \omega_2 \mod R_1 \};
\]

this gives

\[
\Sigma_{14} \ll Q \sum_{1 \leq |a_1|, |a_2| \leq Q} \frac{\tau(a_2 \omega_1 - a_1 \omega_2)c_1(A)}{|a_1a_2|} = Q \sum_{M} \sum_{M_1 \leq |a_1| \leq 2M_1} \sum_{M_2 \leq |a_2| \leq 2M_2} (M_1M_2)^{-1} \tau(a_2 \omega_1 - a_1 \omega_2)c_1(A)
\]

with \(M_1, M_2\) ranging over the set \(\{2^m : 1 \leq 2^m \leq Q\}\). Making use of the following analogue of [2, Lemma 4.7]

\[
\sum_{|a_1| \leq x_1, |a_2| \leq x_2} \tau(a_2 \omega_1 - a_1 \omega_2)^A \ll x_1x_2 (\log(x_1x_2))^c(A), \quad (3.8)
\]

one obtains

\[
\Sigma_{14} \ll Q (\log Q)^{c_1(A)} \sum_{M} 1 \ll Q (\log Q)^{c(A)}.
\]
This concludes the proof of Lemma 3.1.

By definition,

\[ \mathcal{A}_R = \{ a : a \in I(X) \cap \mathbb{Z}^2, (a_1, a_2) = 1, R|a \} \]

Assuming \( R \in \mathcal{R} \), it follows then that

\[
\# \mathcal{A}_R = \sum_{d=1}^{\infty} \mu(d) \sigma\left( \frac{R}{(R, d)}, \frac{X}{d} \right)
\]

\[= \eta^2 X^2 \frac{r}{\zeta(2)} \alpha(R_0) \sum_{d=1}^{\infty} \frac{\mu(d)}{d^2} \beta((R, d))^{-1} + \rho_1(R, X), \quad (3.9)\]

where

\[\rho_1(R, X) = \sum_{d=1}^{\infty} \mu(d) \rho\left( \frac{R}{(R, d)}, \frac{X}{d} \right). \quad (3.10)\]

Thus

\[\# \mathcal{A}_R = \eta^2 X^2 \frac{r}{\zeta(2)} \alpha(R_0) \alpha_1(R) + \rho_1(R, X), \quad (3.11)\]

where

\[
\alpha_1(R) = \prod_{p \in P, \ p | r} \left(1 - \frac{1}{p^2}\right)^{-1} (1 - \frac{1}{p^2 \beta((R, p))}). \quad (3.12)\]

Let

\[\Sigma_2 = \sum_{Q < NR \leq 2Q} \tau(R)^{A} |\rho_1(R, X)|.\]

The following lemma is our analogue of [2, Lemma 3.2].

**Lemma 3.2** If \( A \) is any positive integer, there exists \( c(A) \) such that

\[\Sigma_2 \ll (Q + XQ^{1/2} + X^{3/2})(\log Q X)^{c(A)}.\]

**Proof.** It follows from (3.10) that \( \Sigma_2 \leq \Sigma_{21} + \Sigma_{22} \), where

\[\Sigma_{21} = \sum_{Q < NR \leq 2Q} \tau(R)^{A} |\rho\left( \frac{R}{(R, d)}, \frac{X}{d} \right)|,\]

and

\[\Sigma_{22} = \sum_{Q < NR \leq 2Q} \tau(R)^{A} |\rho\left( \frac{R}{(R, d)}, \frac{X}{d} \right)|.\]
It follows from (3.2) that $\Sigma_{21} \leq \Sigma_{23} + \Sigma_{24}$, where

$$
\Sigma_{23} = \sum_{Q < NR \leq 2Q, R \in \mathcal{R}, d > \Delta} \tau(R)^A |\sigma\left(\frac{R}{(R, d)}, \frac{X}{d}\right)|,
$$

and

$$
\Sigma_{24} = \eta^2 X^2 \sum_{Q < NR \leq 2Q, R \in \mathcal{R}, d > \Delta} \tau(R)^A \frac{N((R, d))}{d^2 \cdot NR} \alpha\left(\frac{R_0}{(R_0, d)}\right)
$$

$$
\ll \eta^2 X^2 \sum_{Q < NR \leq 2Q, R \in \mathcal{R}, d > \Delta} \tau(R)^A \frac{N((R, d))}{d^2}.
$$

Let

$$
\mathfrak{A}_1 = (R_1, d), \quad R_1 = \mathfrak{A}_1 \mathfrak{A}_2, \quad d = mN\mathfrak{A}_1.
$$

In this notation

$$
\Sigma_{24} \ll \eta^2 X^2 \sum_{Q < N(\mathfrak{A}_1, \mathfrak{A}_2, R_0) \leq 2Q} \tau(\mathfrak{A}_1)^A \tau(\mathfrak{A}_2)^A N(\mathfrak{A}_1)^{-2} N(\mathfrak{A}_2)^{-1} \sum_{m > \Delta N(\mathfrak{A}_1)^{-1}} m^{-2}
$$

$$
\ll \eta^2 X^2 \Delta^{-1} \log^c(A),
$$

and

$$
\Sigma_{23} \ll \sum_{Q < N(\mathfrak{A}_1, \mathfrak{A}_2, R_0) \leq 2Q, \Delta, N(\mathfrak{A}_1)} \tau(\mathfrak{A}_1)^A \tau(\mathfrak{A}_2)^A |\sigma\left(\frac{R_0}{(R_0, d)}, \frac{\mathfrak{A}_2}{d}\right)|
$$

$$
\leq \sum_{d > \Delta, N(\mathfrak{A}_1)} \tau(\mathfrak{A}_1)^A \sum_{Q < N(\mathfrak{A}_1, \mathfrak{A}_2, R_0) \leq 2Q} \tau(\mathfrak{A}_2)^A |\sigma(\mathfrak{A}_2, \frac{X}{d})|,
$$

$$
\ll \sum_{d > \Delta} \tau(d)^c \sum_{a \in I(X/d)} \tau(\mathfrak{A}_a)^c.
$$

In view of (3.8), this gives

$$
\Sigma_{23} \ll X^2 \Delta^{-1} \log^c(A);
$$

thus

$$
\Sigma_{21} \ll \Delta^{-1} X^2 \log^c(A).
$$

(3.13)
Let now $\mathfrak{A} = (R, d)$, $R = \mathfrak{A}\mathfrak{B}$; with this notation,

$$\Sigma_{22} \leq \sum_{Q < N(\mathfrak{A}\mathfrak{B}) \leq 2Q} \tau(\mathfrak{A})^A \tau(\mathfrak{B})^A |\rho(\mathfrak{B}, \frac{X}{d})|,$$

where we write $\mathfrak{A} = \mathfrak{A}_0 \mathfrak{A}_1$ with $\mathfrak{A}_0 = (\mathfrak{A}, C)$, as at the beginning of this section. Therefore it follows from Lemma 3.1 that

$$\Sigma_{22} \ll \sum_{d \leq \Delta, N(\mathfrak{A}_1)} \tau(\mathfrak{A}_1)^A \left( \frac{Q}{N\mathfrak{A}_1} + \frac{X}{d} \right) (\log Q)^c(\Delta)$$

As in the proof of [2, Lemma 3.2], we combine this estimate with (3.13) and let $\Delta = 1 + \min\{X^{1/2}, XQ^{-1/2}\}$ to conclude the proof of the lemma.

To estimate $\# A_q$ we start, as in [2, § 5], with the following identity in which $p \in P$:

$$\mu(p) \sum_{R(\mathfrak{A}, p), \ p \ | \ N\mathfrak{A}} \mu(R) = \begin{cases} 1, & p \ | \ N\mathfrak{A}, \\ 0, & \text{otherwise.} \end{cases}$$

For $q$ square-free, this gives

$$\mu(q) \sum_{R(\mathfrak{A}, q), \ q \ | \ N\mathfrak{A}} \mu(R) = \begin{cases} 1, & q \ | \ N\mathfrak{A}, \\ 0, & \text{otherwise.} \end{cases}$$

Therefore

$$\# A_q = \sum_{\mathfrak{A} \in \mathfrak{A}, \ q \ | \ N\mathfrak{A}} 1 = \mu(q) \sum_{R(\mathfrak{A}, q), \ q \ | \ N\mathfrak{A}} \mu(R) = \mu(q) \sum_{R(\mathfrak{A}, q) \ | \ N\mathfrak{A}} \mu(R) \# A_R.$$
with
\[
\gamma(p) = - \sum_{R \mid p, R \neq 1 \atop R \in \mathcal{R}} \frac{\mu(R)\alpha(R_0)\alpha_1(R)}{NR},
\]
and
\[
\rho_2(q, X) = \mu(q) \sum_{R \mid q, q \neq R_0 \atop R \in \mathcal{R}} \mu(R)\rho_1(R, X).
\] (3.16)

Let
\[
\Sigma_3 = \sum_{Q < q \leq 2Q} \tau(q)A\mu(q)^2|\rho_2(q, X)|.
\]

We can now prove an analogue of [2, Lemma 2.1].

**Lemma 3.3** If \( A \) is any positive integer, there exists \( c(A) \) such that
\[
\Sigma_3 \ll (Q + XQ^{1/2} + X^{3/2})(\log X)^{c(A)}.
\]

**Proof.** It follows from (3.16) that
\[
\Sigma_3 \ll \sum_{Q < q \leq 2Q} \tau(q)^A\mu(q)^2|\rho_1(R, X)| \ll \sum_{Q < NR \leq 2C^A} \tau(R)^{cl(A)}|\rho_1(R, X)|,
\]
where
\[
\mathcal{R}(q) = \{ R : R \in \mathcal{R}, q_0|NR_0, R_0|q_0, NR_1 = q_1, q = q_0q_1, q_0 = (q, C) \}.
\]

Therefore the asserted estimate follows from Lemma 3.2.

We let, by definition,
\[
\sigma(f) = \prod_{p \in P} (1 + \frac{1}{p})(1 - \gamma(p)).
\] (3.17)

**Lemma 3.4** The infinite product in (3.17) converges, \( \gamma(p) \geq 0 \) for each \( p \), and there is a positive real number \( c \), depending at most on \( f \), such that
\[
1 - \gamma(p) \geq c \text{ as soon as } p \geq 3;
\]
moreover, \( \gamma(2) = 1 \iff \varepsilon(f) = 2 \).

**Proof.** If \( p \) is not singular, that is if it does not divide \( C \), then
\[
(1 + \frac{1}{p})(1 - \gamma(p)) = 1 - \frac{\nu_p - 1}{p},
\] (3.18)
where \( \nu_p \) denotes the number of prime ideals \( p \) in \( \mathcal{P} \) with \( Np = p \). It follows from (3.18) that there is a positive real number \( c \), depending at most on \( f \), such that \( 1 - \gamma(p) \geq c \) for all non-singular primes \( p \geq 3 \). Moreover, the product in (3.17) differs from the product

\[
\prod_{p \in \mathcal{P}} \left(1 - \frac{\nu_p - 1}{p}\right),
\]

convergent in view of the Prime Ideal Theorem, by finitely many factors. Suppose \( p \) is singular. It follows from the definitions (3.1) and (3.12) of \( \beta(R) \) and \( \alpha_1(R) \) that

\[
\gamma(p) = - \sum_{R|p, R \neq 1} \mu(R) \beta(R) \alpha_1(R) = \frac{1}{1 - p^2} \sum_{R|p, R \neq 1} \mu(R)(p^2 \beta(R) - 1).
\]

Let \( b(R) = p^2 \beta(R) \), then

\[
1 - \gamma(p) = \frac{1}{p^2 - 1} \sum_{R|p} \mu(R)b(R)
\]

since \( \mu(R) \neq 0 \Rightarrow R \in \mathcal{R} \). It follows from (3.1) that

\[
b(R) = \# \{u : u \in \mathbb{Z}^2, u \mod p, R|\mathfrak{A}_u\}
\]

if \( R|p \). Therefore

\[
\sum_{R|p} \mu(R)b(R) = \# \{u : u \in \mathbb{Z}^2, u \mod p, \text{h.c.f.}(\mathfrak{A}_u, p) = 1\}.
\]

The above quantity is at most \( p^2 \), whence \( \gamma(p) \geq 0 \), and it is strictly positive if and only if \( p \nmid \varepsilon(f) \). Since there are only finitely many singular primes, this completes the proof of the lemma.

To state the analogues of [2, Lemma 2.2] and [2, Lemma 3.3], let

\[
\mathcal{B} = \{ \mathfrak{A} : \mathfrak{A} \in \mathcal{I}, h_f X^3 < N\mathfrak{A} \leq h_f X^3(1 + \eta)\},
\]

and let \( B = \{ N\mathfrak{A} : \mathfrak{A} \in \mathcal{B}\} \).

**Lemma 3.5** If \( A \) is any positive integer, there exists \( c(A) \) such that

\[
\sum_{Q < q \leq 2Q} \tau(q)^A \mu(q)^2 \mid \# B_q - \phi(k) \frac{h_f \eta X^3}{Nq} j(q) \mid \ll X^2 Q^{1/3} (\log Q)^{c(A)},
\]
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where

\[ j(q) = \mu(q) q \sum_{R \mid q, q \nmid NR} \frac{\mu(R)}{NR} = q \prod_{p \mid q} (1 - \prod_{p \mid q} (1 - \frac{1}{Np})). \]

**Lemma 3.6** If \( A \) is any positive integer, there exists \( c(A) \) such that

\[ \sum_{Q < NR \leq 2Q} \tau(R)^A |\# B_R - \phi(k) \frac{h_f \eta X^3}{NR}| \ll X^2 Q^{1/3} (\log Q)^c(A). \]

These two statements can be proved in exactly the same way as Lemma 2.2 and Lemma 3.3 in [2].

### 4 Sieve methods

Let

\[ \pi(B) = \# (B \cap \mathcal{P}). \]

By the Prime Ideal Theorem,

\[ \pi(B) = \frac{h_f \eta X^3}{3 \log X} (1 + O(1/\log X)). \]

Therefore (2.2) is equivalent to the following asymptotic formula, to be proved by a version of the sieve method developed in [2],

\[ \pi(A) = \kappa \pi(B) + O(\frac{\eta^2 X^2}{\log X} \tau), \tag{4.1} \]

where

\[ \kappa := \sigma(f) \eta (h_f X)^{-1}, \quad \tau := (\log \log X)^{-1/6}. \]

We adopt the following notation. Choose a total ordering \( \succ \) on \( \mathcal{P} \) in such a way that

\[ Np_1 < Np_2 \Rightarrow p_1 < p_2. \]

Then, given a sequence \( D \) of rational integers, and a sequence \( \mathcal{D} \) of ideals in \( \mathcal{I} \), let

\[ S(D, z) = \# \{ a : a \in D, p | a \Rightarrow p \geq z, p \in \mathcal{P} \}, \]

\[ S(\mathcal{D}, z) = \# \{ a : a \in \mathcal{D}, p | a \Rightarrow Np \geq z, p \in \mathcal{P} \} \]

and

\[ S(\mathcal{D}, p_1) = \# \{ a : a \in \mathcal{D}, p | a \Rightarrow p \succeq p_1, p \in \mathcal{P} \}, \]
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for any real $z > 1$. Clearly,

$$\pi(D) = S(D, h_1 X^{3/2}),$$  \hfill (4.2)

where $h_1 := 2\sqrt{h_f}$ and $D$ stands for either of the sequences $\mathcal{A}, \mathcal{B}$. As in [2], we write

$$S(D, h_1 X^{3/2}) = S_1(D) - \sum_{i=2}^{5} S_i(D),$$  \hfill (4.3)

where

$$S_1(D) := S(D, X^\tau), \quad S_i(D) := \sum_{a_1 \leq N(p) < b_i} S(D_p, p), \quad 2 \leq i \leq 5,$$

and

$$a_2 = X^\tau, \quad a_3 = b_2 = X^{1-\tau}, \quad a_4 = b_3 = X^{1+\tau}, \quad a_5 = b_4 = X^{3/2-\tau}, \quad b_5 = h_1 X^{3/2}.$$  

For $p \in \mathcal{P}^n$, let $\lambda(p) = \prod_{i=1}^{n} p_i$. Let

$$J_n(\mathcal{A}) = \{ p : p \in \mathcal{P}^n, X^\tau \leq Np_n < \ldots < Np_1 < X^{1-\tau} \},$$

and

$$J_n(\mathcal{B}) = \{ p : p \in \mathcal{P}^n, p_n < \ldots < p_1, \quad Np_1 < X^{1-\tau}, \quad Np_n \geq X^\tau \}.$$  

One defines

$$T^{(n)}(D) = \sum_{p \in J_n(D), N\lambda(p) < X^{1+\tau}} S(D\lambda(p), X^\tau),$$

and

$$U^{(n)}(D) = \sum_{p \in J_{n+1}(D), N\lambda(p)p_{n+1}^{-1} < X^{1+\tau} \leq N\lambda(p)} S(D\lambda(p), p_{n+1})$$

for $n > 0$; let $T^{(0)}(D) := S_1(D)$. The combinatorial argument used in [2, § 2] shows that

$$S_2(D) = \sum_{1 \leq n \leq n_0} (-1)^{n-1} (T^{(n)}(D) - U^{(n)}(D)), \quad n_0 \ll \tau^{-1}. \hfill (4.4)$$

Following [2, § 3] we put

$$U_1^{(1)}(D) = \sum_{p \in J_2(D), X^{1+\tau} \leq N\lambda(p) \leq X^{3/2-\tau}} S(D\lambda(p), p_2),$$
\( U_2^{(1)}(D) = \sum_{p \in J_1(D)} S(D_{\lambda(p)}, p_2), \)
\( U_1^{(2)}(D) = \sum_{p \in J_2(D)} S(D_{\lambda(p)}, p_3), \)
\( S_6(D) = \sum_{p \in J_2(D)} S(D_{\lambda(p)}, p_2), \)
\( S_7(D) = \sum_{p \in J_3(D)} S(D_{\lambda(p)}, p_3). \)

It follows that
\( U^{(1)}(D) = U_1^{(1)}(D) + S_6(D) + U_2^{(1)}(D) \)
and
\( U^{(2)}(D) = U_1^{(2)}(D) + S_7(D). \)

**Lemma 4.1** We have
\( \pi(A) - \kappa \pi(B) \ll \sum_{0 \leq n \leq n_0} |T^{(n)}(A) - \kappa T^{(n)}(B)| \)
\( + |U_1^{(1)}(A) - \kappa U_1^{(1)}(B)| + |U_2^{(1)}(A) - \kappa U_2^{(1)}(B)| \)
\( + |U_1^{(2)}(A) - \kappa U_1^{(2)}(B)| + \sum_{3 \leq n \leq n_0} |U^{(n)}(A) - \kappa U^{(n)}(B)| \)
\( + \sum_{j=3,5,6,7} (S_j(A) + \kappa S_j(B)) + |S_4(A) - \kappa S_4(B)|. \)

**Proof.** It follows from the equations (4.2-6).

**Lemma 4.2** We have
\( \sum_{0 \leq n \leq n_0} |T^{(n)}(A) - \kappa T^{(n)}(B)| \ll \frac{n^2 X^2}{\log X}. \)
**Proof.** One may assume that no prime \( p \) with \( p \geq X^\tau \) is singular; then the analogue of the equation (6.1) in [2] can be proved in exactly the same way as in [2, §6]. Thus

\[
T^{(n)}(A) = \sum_{X^\tau \leq p_n < \ldots < p_1 < X^{1-\tau}} S(A_{p_1\ldots p_n}, X^\tau), \quad T^{(0)}(A) = S(A, X^\tau). \quad (4.7)
\]

By the ‘Fundamental Lemma’, [1, Theorem 7.1], with \( \omega(p) = p\gamma(p) \), \( \chi = \frac{\eta^2 X^2}{\zeta(2)} \), \( \zeta = X^{1/6} \) and \( \zeta = X^\tau \), it follows from (3.14) that

\[
S(A, X^\tau) = M(q) \{ 1 + O(\exp(-\tau^{-1})) \} + O(E(q)),
\]

where

\[
M(q) = \gamma(q) \prod_{p < X^\tau} (1 - \gamma(p)) \frac{\eta^2 X^2}{\zeta(2)}
\]

and

\[
E(q) = \sum_{d < X^{1/3}} \mu(d)^2 \tau(d)^2 |\rho_2(qd, X)|. \quad (4.8)
\]

In view of Lemma 3.3 this gives, cf. [2, equation (6.3)],

\[
T^{(n)}(A) = \frac{\eta^2 X^2}{\zeta(2)} \prod_{p < X^\tau} (1 - \gamma(p)) \Sigma_4 \{ 1 + O(\exp(-\tau^{-1})) \}
\]

\[
+ O(X^{7/4}(\log X)^c), \quad (4.8)
\]

where

\[
\Sigma_4 = \sum_{X^\tau \leq p_n < \ldots < p_1 < X^{1-\tau}} \gamma(p_1 \ldots p_n). \quad (4.8)
\]

The analogue of the relation (6.6) in [2] can be deduced from Lemma 3.6 in exactly the same way as in [2, §6]. This gives

\[
T^{(n)}(B) = \phi(k) h_f \eta X^3 \prod_{p < X^\tau} (1 - \frac{j(p)}{p}) \Sigma_5 \{ 1 + O(\exp(-\tau^{-1})) \}
\]

\[
+ O(X^{3-\tau/3}), \quad (4.9)
\]
where
\[ \Sigma_5 = \sum_{X^\tau \leq p_n < \ldots < p_1 < X^{1+\tau} \atop p_1 \ldots p_n < X^{1+\tau}} j(p_1 \ldots p_n). \]

The upper estimate of Lemma 4.2 can be deduced from the relations (4.8) and (4.9) in exactly the same way as the analogous estimate in [2, § 6].

**Lemma 4.3** Let \( Q \) be a set of square-free integers \( q \) with \( N < q \leq 2N \). Suppose that \( z \gg X^{\tau} \) and \( N \ll X^{2-\tau} \). Then
\[
\sum_{N \in Q, \Omega \in \mathcal{I}} S(\Omega, z) \ll \sum_{q \in Q} \eta^2 X^2 q \log \min(z, X^{2-\tau}/N) + X^{2-\tau/5},
\]
and
\[
\sum_{N \in Q, \Omega \in \mathcal{I}} S(\Omega, z) \ll \sum_{q \in Q} \eta X^3 q \log \min(z, X^{2-\tau}/N) + X^{3-\tau/5}.
\]

This lemma can be proved in exactly the same way as the analogous Lemma 7.1 in [2] because no singular primes enter into discussion. Moreover, neither the formulation, nor the proof of the following analogue of [2, Lemma 3.6] need be changed.

**Lemma 4.4** We have
\[
S_j(\mathcal{A}) + \kappa S_j(\mathcal{B}) \ll \tau \frac{\eta^2 X^2}{\log X}
\]
for \( j = 3, 5, 6 \) or 7.

## 5 Some approximations

Let \( \xi = \tau^{5} \), and let \( J(l) = \{a : a \in \mathbb{R}, X^{\ell \xi} \leq a < X^{(l+1)\xi}\} \); following the approximation procedure introduced in [2], we define two functions \( d_n : \mathcal{I} \times \mathbb{Z}^{n+1} \to \mathbb{R} \), and \( b_n : \mathcal{I} \times \mathbb{Z}^{n+1} \to \{0, 1\} \). Let
\[
d_n(\mathfrak{A}, m) = \prod_{i=1}^{n+1} \frac{\log p_i}{m_i \xi \log X},
\]
if
\[
\mathfrak{A} = \prod_{i=1}^{n+1} p_i, \ N(p_i) = p_i, \ p_i \in P \cap J(m_i), \ m_i > 0, \ 1 \leq i \leq n + 1,
\]
(5.1)
and let \( d_n(\mathcal{A}, m) = 0 \), if conditions (5.1) do not hold; let

\[
b_n(\mathcal{A}, m) = \begin{cases} 
1, & \text{if } \mathcal{A} \in \mathcal{R}, \ p|\mathcal{A} \Rightarrow N(p) \geq X^{m+1}, \ p \in \mathcal{P}, \\
0, & \text{otherwise.} 
\end{cases}
\]  

(5.2)

As in [2, § 3], let

\[
\hat{U}^{(m,n)}(\mathcal{D}) = \sum_{\mathcal{A} \in \mathcal{D}} b_n(\mathcal{A}, m) d_n(\mathcal{B}, m); 
\]  

(5.3)

further let

\[
\hat{U}^{(n)}(\mathcal{D}) = \sum_{m \in \iota(n)} \hat{U}^{(m,n)}(\mathcal{D}) 
\]  

(5.4)

for \( n \geq 3 \),

\[
\hat{U}_1^{(n)}(\mathcal{D}) = \sum_{m \in \iota(n)} \hat{U}^{(m,n)}(\mathcal{D}) 
\]  

(5.5)

for \( n = 1, 2 \), and

\[
\hat{S}_4(\mathcal{D}) = \sum_{m \in \iota(0)} \hat{U}^{(m,0)}(\mathcal{D}), 
\]  

(5.6)

where, as in § 4, \( \mathcal{D} \) stands for either of the sequences \( \mathcal{A}, \mathcal{B} \) and

\[
\iota(n) = \{ m : m \in \mathbb{Z}^{n+1}, \ m_1 > \ldots > m_{n+1} \geq \tau \xi^{-1}, \\
\sum_{i=1}^{n+1} m_i \geq (1 + \tau) \xi^{-1}, \ \sum_{i=1}^{n+1} (m_i + 1) \leq \left( \frac{3}{2} - \tau \right) \xi^{-1}, \\
\sum_{i=1}^{n} (m_i + 1) \leq (1 + \tau) \xi^{-1}, \ m_1 + 1 \leq (1 - \tau) \xi^{-1}\},
\]

if \( n > 0 \);

\[
\iota(0) = \{ m : m \in \mathbb{Z}, \ (1 + \tau) \xi^{-1} \leq m \leq \left( \frac{3}{2} - \tau \right) \xi^{-1} - 1 \}.
\]

Finally, one defines a function \( b^{(1)}: \mathcal{I}(k) \times \mathbb{Z}^2 \rightarrow \{0, 1\} \) by the equation

\[
b^{(1)}(\mathcal{A}, l) = \begin{cases} 
1, & \text{if } \mathcal{A} = p_1 p_2, \ N(p_i) \in J(l_i), \ p_i \in \mathcal{P}, i = 1, 2, \\
0, & \text{otherwise.} 
\end{cases}
\]

Let

\[
\hat{U}^{(\nu,n)}(\mathcal{D}) = \sum_{\mathcal{A} \in \mathcal{D}} b^{(1)}(\mathcal{A}, l) d_n(\mathcal{B}, m), \ \nu := (l, m), 
\]  

(5.7)
and let
\[ \hat{U}_2^{(1)}(D) = \sum_{(l,m) \in \iota_1(n), 0 \leq n \leq n_0} \hat{U}^{(\nu;n)}(D), \quad n_0 \ll \tau^{-1}, \quad (5.8) \]

where
\[ \iota_1(n) = \{(l, m) : (l, m) \in \mathbb{Z}^2 \times \mathbb{Z}^{n+1}, \ m_1 > \ldots > m_{n+1} \geq l_2; \tau \leq l_2 \xi < l_1 \xi \leq 1 - \tau - \xi, \ (l_1 + l_2) \xi \geq 3/2 + \tau\}. \]

Lemma 5.1 We have
\[ \sum_{n \geq 3} |U^{(n)}(D) - \hat{U}^{(n)}(D)| \ll \frac{\eta X^2}{\log X} \xi^{-4}, \]
for \( n = 1 \) and \( 2 \),
\[ |U_1^{(n)}(D) - \hat{U}_1^{(n)}(D)| \ll \frac{\eta X^2}{\log X} \xi^{-3}, \]
and
\[ |S_4(D) - \hat{S}_4(D)| \ll \frac{\eta X^2}{\log X} \xi^{-3}, \]
where \( D \) stands for either of the sequences \( \mathcal{A}, \mathcal{B} \).

Being analogous to Lemma 3.7 in [2], this lemma can be proved in exactly the same way. In particular, to deduce an analogue of the estimate (7.6) in [2] one may use the following estimate
\[ \text{card} \{a_1 : a_1 \in \mathbb{Z}, X < a_1 \leq X(1 + \eta), \mathfrak{B}|(a_1 \omega_1 + a_2 \omega_2)\omega^{-1}\} \ll 1 + \frac{\eta X}{N(\mathfrak{B})} \]
valid under the assumption that h.c.f.\( (\omega_1, \mathfrak{B}) = 1 \).

Write now
\[ d_n = e_n + g_n, \quad (5.9) \]
where \( e_n \) is given by
\[ e_n(\mathfrak{A}, m) = \frac{w'(N\mathfrak{A})}{\prod_{i=1}^{n+1} (m_i \xi \log X)} \sum_{\mathfrak{B}|\mathfrak{A}, N(\mathfrak{B}) < L} \mu(\mathfrak{B}) \log \frac{L}{N(\mathfrak{B})}. \quad (5.10) \]
Here
\[ L = X^{\tau/2} \quad (5.11) \]
and
\[ w(t) = w(t, m) = \int_{G(m, t)} dx \]
with
\[ G(m, t) = \{ x : x \in \mathbb{R}^{n+1}, x_i \in J(m_i), \ 1 \leq i \leq n+1, \prod_{i=1}^{n+1} x_i \leq t \}. \]

Let
\[ U_e(A) = \sum_{B \in A} b_\mathfrak{B} \mathfrak{e}_n(\mathfrak{B}, m), \]  \hspace{1cm} (5.12)
where \( b_\mathfrak{B} \) denotes either \( b^{(1)}(\mathfrak{A}, l) \), or \( b_n(\mathfrak{A}, m) \); on substituting decomposition (5.9) in (5.3) and (5.7), one obtains
\[ U(A) = U_e(A) + U_g(A), \]  \hspace{1cm} (5.13)
where \( U \) stands for any of the symbols \( \hat{U}^{(m,n)}, \hat{U}^{(n)} \); further, on substituting (5.13) in (5.4-6) and (5.8) we get the decomposition
\[ V(A) = V_e(A) + V_g(A) \]
with \( V \in \{ \hat{U}^{(n)}, \hat{U}_1^{(n)}, \hat{S}_4, \hat{U}_2^{(1)} \} \).

We can now state our analogue of [2, Lemma 3.9].

Lemma 5.2 There is a constant \( c \) depending at most on \( f \) and such that
\[ U_e(A) - \kappa U(B) \ll M^{-1} \eta^{5/2} X^2 (\log X)^c, \]
where \( M = \prod_{i=1}^{n+1} m_i \). Moreover,
\[ V_e(A) - \kappa V(B) = O(\eta^{5/2} X^2 (\log X)^c), \]
and
\[ \sum_{n \geq 4} |\hat{U}_e^{(n)}(A) - \kappa \hat{U}_e^{(n)}(B)| = O(\eta^{5/2} X^2 (\log X)^c). \]

Proof. It follows from (5.12) and (5.10) that
\[ U_e(A) = \frac{1}{M(\xi \log X)^{n+1}} \sum_{B \in A} b_\mathfrak{B} w'(N \mathfrak{B}) \mu(\mathfrak{C}) \log \frac{L}{N \mathfrak{C}}. \]
Just as in [2, § 10], one can deduce from [2, relation (8.3)] and (3.8) in the case \( n > 0 \) and from (3.11) in conjunction with Lemma 3.2 when \( n = 0 \) that

\[
U_e(A) = \sum_{\mathfrak{A}, \mathfrak{C} \in \mathcal{R}, N \mathfrak{C} < L} a(\mathfrak{A}, \mathfrak{C})|A_{\mathfrak{C}}| + O\left(\frac{n^{5/2}X^2}{M}(\log X)^c\right),
\]

where

\[
a(\mathfrak{A}, \mathfrak{C}) = b_{\mathfrak{A}} \frac{w(h_fX^3/N(\mathfrak{A}))}{M(\xi \log X)^{n+1}} \mu(\mathfrak{C}) \log L \frac{L}{N\mathfrak{C}}.
\]

It should be remarked that \( \text{h.c.f.}(\mathfrak{A}, \mathfrak{C}) = 1 \), as soon as \( \mathfrak{A}, \mathfrak{C} \in \mathcal{R}, N\mathfrak{C} < L \) and \( b_{\mathfrak{A}} \neq 0 \). Since it may be assumed that \( N(\mathfrak{A}, \mathfrak{C}) \leq X^{2-\tau/2} \), it follows from (3.11), Lemma 3.2, and the relation (8.4) in [2] that

\[
U_e(A) = \eta^2X^2 \zeta(2)M(\xi \log X)^{n+1} \sum_{\mathfrak{A} \in \mathcal{R}} b_{\mathfrak{A}} \frac{w(h_fX^3/N(\mathfrak{A}))}{N\mathfrak{A}} \alpha_1(\mathfrak{A}) \Sigma_6 + O\left(\frac{n^{5/2}X^2}{M}(\log X)^b\right),
\]

where

\[
\Sigma_6 = \sum_{\mathfrak{C} \in \mathcal{R}, N \mathfrak{C} < L} \frac{\mu(\mathfrak{C}) \alpha(\mathfrak{C}_0) \alpha_1(\mathfrak{C})}{N\mathfrak{C}} \log L \frac{L}{N\mathfrak{C}}.
\]

It follows from Perron’s formula that

\[
\Sigma_6 = \frac{1}{2\pi i} \int_{1-i\infty}^{1+i\infty} l(s + 1) L^s s^{-2} ds,
\]

where

\[
l(s) = \sum_{\mathfrak{C} \in \mathcal{R}} \frac{\mu(\mathfrak{C}) \alpha(\mathfrak{C}_0) \alpha_1(\mathfrak{C})}{N\mathfrak{C}} = \prod_{p \in P} l_p(s).
\]

As in [2], it follows from (3.15) and (3.17) that

\[
\Sigma_6 = \text{Res}(l(s + 1)L^s s^{-2})_{s=0} + O(\exp(-c(\log L)^{1/2}))
\]

\[
= \phi(k)^{-1} \prod_{p \in P} l_p(1) \prod_{p|p, p \in P} \left(1 - \frac{1}{N(p)}\right)^{-1} + O(\exp(-c(\log L)^{1/2}))
\]

\[
= \prod_{p \in P} \left(1 - \frac{1}{p}\right)^{-1} \sum_{\mathfrak{C} \in \mathcal{R}, \mathfrak{C} \in p} \frac{\mu(\mathfrak{C}) \alpha(\mathfrak{C}_0) \alpha_1(\mathfrak{C})}{N\mathfrak{C}} + O(\exp(-c(\log L)^{1/2}))
\]

\[
= \prod_{p \in P} \left(1 - \frac{1}{p}\right)^{-1}(1 - \gamma(p)) + O(\exp(-c(\log L)^{1/2}))
\]

\[
= \sigma(f) \zeta(2) + O(\exp(-c(\log L)^{1/2})),
\]
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with $c > 0$, where $\text{Res}(u(s))_{s=0}$ stands for the residue of $u(s)$ at $s = 0$. This gives

$$U_\epsilon(A) = \sigma(f)\eta^2X^2\Sigma_7\{1 + O(\exp\{-c(\log L)^{1/2}\})\} + O(M^{-1}\eta^{5/2}X^2(\log X)^c),$$

where

$$\Sigma_7 = \sum_{\mathfrak{A} \in R} b_\mathfrak{A} \frac{w'(h_fX^3/N(\mathfrak{A}))}{M(\xi \log X)^{n+1}} N(\mathfrak{A})^{-1} \alpha_1(\mathfrak{A}),$$

and, moreover,

$$\alpha_1(\mathfrak{A}) = \prod_{p \in \mathcal{P}, p \nmid \mathfrak{A}} (1 + N(p)^{-1})^{-1}$$
as soon as $b_\mathfrak{A} \neq 0$. As in [2, §10], it follows now that

$$U_\epsilon(A) = \sigma(f)\eta^2X^2\Sigma_8 + O(M^{-1}\eta^{5/2}X^2(\log X)^c), \quad (5.14)$$

where

$$\Sigma_8 = \sum_{\mathfrak{A} \in R} b_\mathfrak{A} \frac{w'(h_fX^3/N(\mathfrak{A}))}{M(\xi \log X)^{n+1}} N(\mathfrak{A})^{-1}. $$

The analysis of $U(B)$ goes through along the lines of [2, §10] and gives

$$U(B) = h_f\eta X^3\Sigma_8 + O(\eta^2X^3/M). \quad (5.15)$$

A comparison of (5.14) and (5.15) then establishes the first part of Lemma 5.2. The second part of the lemma can be proved in the same way as at the end of [2, §10].

The following proposition is an immediate consequence of Lemmata 4.1, 4.2, 4.4, 5.1, and 5.2.

**Proposition 5.1** We have

$$\pi(A) - \kappa\pi(B) \ll \frac{\tau \eta^2X^2}{\log X} + \eta^{5/2}X^2(\log X)^c + \sum_{n \geq 3} |\hat{U}_g^{(n)}(A)| + \sum_{n=1,2} |\hat{U}_{1,g}^{(n)}(A)| + |\hat{S}_{4,g}(A)| + |\hat{U}_{2,g}(A)|.$$

### 6 The type II estimates

To complete the proof of Theorem 2.1 we have to estimate the sums $U_g(A)$, and $V_g(A)$. We shall establish the analogues of [2, Lemma 3.8] and [2, Lemma 3.10], following the plan of the proof of these results in [2]. These considerations require techniques from E. Hecke’s multidimensional arithmetic, [3],
Since, as it was once remarked, [7, p.v], ‘to improve upon Hecke, in a treatment along classical lines of the theory of algebraic numbers, would be a futile and impossible task’, we shall describe the properties of the ideal numbers following [3] rather closely.

Let $K$ be a number field of degree $n = r_1 + 2r_2$ over $\mathbb{Q}$, as at the beginning of § 2. The class group of $K$ being finite, one can choose ideals $a_1, \ldots, a_t$ so that every (non-zero) fractional ideal $A$ has a unique decomposition

$$A = (\alpha)a_1^{l_1} \cdots a_t^{l_t}, \quad \alpha \in K^*, \; l \in \mathbb{Z}_t, \; 0 \leq l_j < h_j;$$

let

$$a_j^{h_j} = (\alpha_j), \quad 1 \leq j \leq t, \quad h(K) = \prod_{j=1}^t h_j.$$

Let $L = K(\beta_1, \ldots, \beta_t)$, where $\beta_j$ satisfies the equation $\beta_j^{h_j} = \alpha_j$, and suppose the complex numbers $\beta_j^{(i)}$, $1 \leq j \leq t$, are chosen to satisfy the equations

$$(\beta_j^{(i)})^{h_j} = \alpha_j^{(i)}, \quad 1 \leq i \leq n,$$

and

$$\beta_j^{(i+r_2)} = \overline{\beta_j^{(i)}}, \quad r_1 < i \leq r_1 + r_2.$$

Let $\mathcal{I}(K) = \{0\} \cup \mathcal{I}(K)^*$, where $\mathcal{I}(K)^*$ stands for the subgroup of $L^*$ generated by $K^*$ and $\{\beta_j : 1 \leq j \leq t\}$; by definition, $\mathcal{I}(K)$ is the domain of ideal numbers of $K$. The factor-group $\mathcal{I}(K)^*/\mathcal{o}(K)^*$ is clearly isomorphic to the group of fractional ideals of $K$. For $\beta \in \mathcal{I}(K)$, let $\langle \beta \rangle$ denote the corresponding ideal in $K$; let $N\beta := \prod_{i=1}^t \beta_j^{(i)}$, then $|N\beta| = N(\beta)$. Moreover,

$$\langle \beta \rangle \in \mathcal{I}(K) \iff \beta \in \mathcal{o}(L).$$

Two ideal numbers $\alpha, \beta$ are said to lie in the same class if the corresponding ideals $\langle \alpha \rangle, \langle \beta \rangle$ belong to the same class of ideals; thus the domain of ideal numbers $\mathcal{I}(K)$ splits into $h(K)$ classes. A class of ideal numbers, say $A$, has an integral basis $\{w_1, \ldots, w_n\}$, so that

$$A = \{a_1w_1 + \cdots + a_nw_n : a \in \mathbb{Q}^n\},$$

and

$$A \cap \mathcal{o}(L) = \{a_1w_1 + \cdots + a_nw_n : a \in \mathbb{Z}^n\};$$

moreover, the discriminant of an integral basis of $A$ is equal to $D(K)$, the discriminant of $K$. For any $\alpha$ in $A$, one may note that $\{w_i : 1 \leq i \leq n\}$ is a $\mathbb{Q}$-basis of $A$ if and only if $\{\alpha^{-1}w_i : 1 \leq i \leq n\}$ is a basis of $K[Q]$. This
simple observation is implicit in our considerations; it shows, in particular, that there is a unique basis \(\{\hat{w}_i : 1 \leq i \leq n\}\) of \(A^{-1}\) defined by the condition 
\[
\text{Tr}(w_i \hat{w}_j) = \delta_{ij},
\]
where
\[
\delta_{ij} = \begin{cases} 1, & \text{if } i = j \\ 0, & \text{otherwise}; \end{cases}
\]
these two bases are said to be dual to each other. In what follows, \(\text{cl } a\) and \(\text{cl } \alpha\) stand for the class of ideals containing \(a\) and for the class of ideal numbers containing \(\alpha\), respectively. The following analogue of [2, Lemma 4.6] can be proved along the same lines as that lemma.

**Lemma 6.1** Let \(x \geq y \geq 2\) be given, and let \(\alpha, \beta\) be two integral ideal numbers of \(K\) with \(\text{cl } \alpha = \text{cl } \beta\). Suppose that \(h.c.f.(\alpha, \beta) \ll 1\), and there is an integer \(r\) such that
\[
|\alpha(j)|, |\beta(j)| \leq x^r, 1 \leq j \leq n.
\]
Then given any positive integer \(l\), there is a positive constant \(c(l,r)\) such that
\[
\sum_{|m| \leq x, |n| \leq y, n \neq 0} \tau(m \alpha + n \beta)^l \ll xy(\log x)^{c(l,r)}.
\]

Let now \(K = k\); let, for brevity, \(\mathfrak{I} := \mathfrak{I}(k)\), and \(g_{3\mathfrak{A}} := g_n(\mathfrak{A}, m)\). Let \(\mathfrak{d} = (\delta), \delta \in \mathfrak{I}\); choose an integral basis \(\{w_1, w_2, w_3\}\) of \(\text{cl } \delta^{-1}\) and a basis \(\{\omega_1, \omega_2\}\) of the \(\mathbb{Z}\)-module \(F\) (cf. \(\S 2\)) in such a way that \(\omega_1 \delta^{-1} = w_1, \omega_2 \delta^{-1} = bw_2\) with \(b \in \mathbb{Z}\). Let us fix an integral basis in each class \(A\) of ideal numbers of \(k\) subject, when \(A = \text{cl } \delta^{-1}\), to the above condition. Given \(\beta \in \mathfrak{I}\), let \(b_i = \text{Tr}(\beta w_i \bar{w}_3)\), where \(\{v_1, v_2, v_3\}\) is the fixed integral basis of \(\text{cl } (\beta \delta)^{-1}\), so that \(\beta v_i = a_{i1} w_1 + a_{i2} w_2 + b_i w_3\); write \(\beta = (b_1, b_2, b_3)\). The restriction \(h_A\) of the map \(h : \beta \mapsto \beta\) to a class \(A\) of ideal numbers is easily seen to be an invertible \(\mathbb{Q}\)-linear transformation \(h_A : A \to \mathbb{Q}^3\); moreover,
\[
\{h_A(\beta) : \beta \in A, (\beta) \in \mathfrak{I}(k)\}
\]
is a sublattice of \(\mathbb{Z}^3\) of finite index (equal to \(\det h_A\)). We extend this map to an \(\mathbb{R}\)-linear transformation \(h_A : A_{\mathbb{R}} \to \mathbb{R}^3\), where \(A_{\mathbb{R}} := A \otimes_\mathbb{Q} \mathbb{R}\), by letting
\[
h_A(\sum_{i=1}^3 a_i \bar{w}_i) = \sum_{i=1}^3 a_i h_A(\bar{w}_i), a \in \mathbb{R}^3,
\]
where \(\{\bar{w}_1, \bar{w}_2, \bar{w}_3\}\) is the fixed integral basis of \(A\). Write
\[
\hat{\beta} := h_A(\beta), \beta^{(j)} := \sum_{i=1}^3 a_i w_i^{(j)}, N\beta = \prod_{j=1}^3 \beta^{(j)}, \text{Tr } \beta = \sum_{j=1}^3 \beta^{(j)}
\]
for \( \beta \in \mathbb{A}_\mathbb{R}, \beta = \sum_{i=1}^{3} a_i \bar{w}_i \); we write further \( \hat{x} := h_A^{-1}(x) \) for \( x \in \mathbb{R}^3 \) and let
\[
A^{(0)} = \{ \alpha : \alpha \in A, (\alpha) \in \mathcal{I}(k) \}.
\]

The following proposition is our analogue of (the conjunction of) [2, Lemma 3.8] and [2, Lemma 3.10].

**Proposition 6.1** Let \( C \subseteq \mathbb{R}^3 \) be a cube of side \( S_0 \geq L^2 \), and suppose that \( a_i \ll V^{1/3}, 1 \leq i \leq 3 \), and \( N \tilde{a} \gg V \) for \( a \in C \).

(i) There is a positive constant \( c \) depending at most on \( f \) and such that the following estimate
\[
\sum_{\beta = \alpha \mod q, \hat{\beta} \in C, \beta \in A^{(0)}} g_\beta \ll V \exp(-c \sqrt{\log L})
\]
holds uniformly in a range \( 1 < q \leq (\log X)^l \) for any \( l > 0 \), any class \( A \) of ideal numbers, and any ideal number \( \alpha \) in \( A \).

(ii) If a bound of the form
\[
\sum_{\beta = \alpha \mod q, \hat{\beta} \in C, \beta \in A^{(0)}} g_\beta \ll V \exp(-c \sqrt{\log L}), \ c > 0, \quad (6.1)
\]
holds uniformly in a range
\[
1 < q \leq Q_1 \leq \exp(3 \sqrt{\log X})
\]
for any class \( A \) of ideal numbers and any ideal number \( \alpha \) in \( A \), then
\[
\sum_{ab \in A, V < Nb \leq 2V} b_\alpha g_\beta \ll X^2 Q_1^{-1/160} (\log X)^c
\]
for \( X^{1+\tau} \ll V \ll X^{3/2-\tau} \), with a suitable positive constant \( c \) depending at most on \( f \); here notation \( b_\alpha \) has the same meaning as in equation (5.12).

In this section we shall prove (ii). Choose \( V \) as in (ii), and let \( \Psi : \mathbb{R}^2 \to \{0, 1\} \) be the characteristic function of the square \( I(X) \); let
\[
\Sigma_{g}(V) := \sum_{ab \in A, V < Nb \leq 2V} b_\alpha g_\beta.
\]
We have
\[ \Sigma_9(V) = \sum_{ab=\mathfrak{a}_0, V < Nb \leq 2V} b_\alpha g_\beta \Psi(a). \]

The argument at the beginning of § 11 in [2] shows that
\[ \Sigma_9(V) = \sum_{ab=\mathfrak{a}_0, V < Nb \leq 2V} b_\alpha g_\beta \Psi(a) + O(X^{2-\tau/2}(\log X)^c), \] (6.2)

where \( \mathcal{Q} \) stands for the set of those integral ideals in \( \mathfrak{o} \) which are not divisible by a rational prime. An integral ideal number \( \beta \) is said to be primitive if \( (\beta) \in \mathcal{Q} \). Clearly, if \( \beta \) is a primitive vector then \( \beta \) is primitive. Without loss of generality, we may assume in what follows that \( k \subset \mathbb{R} \). If \( r = 1 \), let \( \mathcal{Q}_0 \) denote the set of primitive ideal numbers \( \beta \) satisfying the conditions:
\[ \beta = (N\beta)^{1/3} \varepsilon_0^z, \quad -1/2 < z \leq 1/2, \quad \beta > 0, \]
where \( \varepsilon_0 \) is the fundamental unit of \( k \) with \( \varepsilon_0 > 1 \). If \( k \) is a totally real cubic field, i.e. if \( r = 2 \), we choose two multiplicatively independent fundamental units \( \varepsilon_1, \varepsilon_2 \) of \( k \) with \( N\varepsilon_1 = N\varepsilon_2 = 1 \), and let \( \mathcal{Q}_0 \) be the set of primitive ideal numbers \( \beta \) defined by the conditions:
\[ |\beta^{(j)}| = (N\beta)^{1/3} |\varepsilon_1^{(j)}|^z_1 |\varepsilon_2^{(j)}|^z_2, \quad -1/2 < z_1, z_2 \leq 1/2, \quad 1 \leq j \leq 3, \quad N\beta > 0, \]
where \( \beta^{(1)} = \beta \). Let
\[ G(\beta) = \begin{cases} g(\beta), & \text{if } \beta \in \mathcal{Q}_0 \\ 0, & \text{otherwise}. \end{cases} \]

Equation (6.2) can now be rewritten as follows:
\[ \Sigma_9(V) = \sum_{\varphi(a)=\delta \alpha \beta, (\alpha) \in \mathcal{Q}} b_\alpha G(\beta) \Psi(a) + O(X^{2-\tau/2}(\log X)^c), \]
where \( \varphi(a) := a_1 \omega_1 + a_2 \omega_2 \). As in [2], an application of Cauchy’s inequality yields
\[ \Sigma_9(V) \ll X^{2-\tau/2}(\log X)^c + (X^3/V)^{1/2} \Sigma_{10}^{1/2}, \]

27
where 
\[
\Sigma_{10} = \sum_{(\alpha) \in \mathcal{Q}} | \sum_{\varphi(\alpha) = \delta \alpha \beta, a \in \mathbb{Z}^2, V < N \beta \leq 2V} G(\beta) \Psi(a)|^2 \\
= \sum_{a_i \in \mathbb{Z}^2, i=1,2} G(\beta_1) G(\beta_2) \Psi(a_1) \Psi(a_2) \psi(a_1, a_2; \beta_1, \beta_2),
\]

with
\[
\psi(a_1, a_2; \beta_1, \beta_2) = \text{card} \{ \alpha : (\alpha) \in \mathcal{Q}, \varphi(a_i) = \delta \alpha \beta_i, i = 1, 2 \},
\]
so that \( \psi \) takes values in \{0, 1\}. Further, as in [2], one may remove the diagonal terms in \( \Sigma_{10} \) and write
\[
\Sigma_{10} = \Sigma_{11} + O(X^2(\log X)^c),
\]
where
\[
\Sigma_{11} = \sum_{\beta_1 \neq \beta_2, a_i \in \mathbb{Z}^2, V < N \beta_i \leq 2V, i=1,2} G(\beta_1) G(\beta_2) \Psi(a_1) \Psi(a_2) \psi(a_1, a_2; \beta_1, \beta_2).
\]

For \( b \in \mathbb{Z}^3 \), let \( d(b) := \text{h.c.f.}(b_1, b_2, b_3) \) and let \( [b] = d(b)^{-1}b \). Suppose \( \psi(a_1, a_2; \beta_1, \beta_2) = 1 \), then
\[
\delta \alpha \beta_i = a_{i1}w_1 + a_{i2}w_2 = \delta (a_{i1}w_1 + a_{i2}(bw_2)),
\]
or
\[
\alpha \beta_i = a_{i1}w_1 + a_{i2}(bw_2), \ i = 1, 2.
\]

Therefore
\[
\sum_{j=1}^{3} \alpha_j b_j^{(i)} = 0,
\]
where \( \{v_1, v_2, v_3\} \) is the fixed integral basis of \( \text{cl}(\beta, \delta)^{-1} \), and
\[
b_j^{(i)} := \text{Tr}(v_j \beta_i \bar{\omega}_3), \ \alpha = \alpha_1 v_1 + \alpha_2 v_2 + \alpha_3 v_3, \ i = 1, 2.
\]

Thus \( \vec{\alpha} = c[\hat{\beta}_1 \wedge \hat{\beta}_2] \) with some integer \( c \), where
\[
\hat{\beta}_i = (b_1^{(i)}, b_2^{(i)}, b_3^{(i)}), \ \vec{\alpha} = (\alpha_1, \alpha_2, \alpha_3).
\]
Since \((\alpha) \in \mathbb{Q}\), the vector \(\vec{\alpha}\) is primitive and, consequently, \(c = \pm 1\). Thus (cf. [2, §11]) \[ \text{cl} \beta_1 = \text{cl} \beta_2, \quad \alpha \in \text{cl}(\delta \beta_1)^{-1}, \quad \vec{\alpha} = \pm[\hat{\beta}_1 \wedge \hat{\beta}_2]. \] (6.3)

Let \[ h_{i1}(\beta_1, \beta_2) = \text{Tr}(\beta_i/\beta_1 \tilde{w}_1), \quad h_{i2}(\beta_1, \beta_2) = b^{-1}\text{Tr}(\beta_i/\beta_1 \tilde{w}_2), \] (6.4)

where \(\beta_{12} = \sum_{j=1}^{3} (\hat{\beta}_1 \wedge \hat{\beta}_2) v_j\); then \(a_i = \pm d^{-1}h_i(\beta_1, \beta_2)\) with \(h_i := (h_{i1}, h_{i2}), \quad d := d(\hat{\beta}_1 \wedge \hat{\beta}_2), \quad i = 1, 2\). Since \(\alpha\) is primitive if and only if \(\vec{\alpha}\) is primitive, we produce exactly the required set of ideal numbers \(\alpha\) in this way.

The argument leading to the proof of Lemma 11.2 in [2] results in the following analogous statement.

**Lemma 6.2** Let \(1 \ll Y \ll X^{r/3}\). There is a constant \(c\), depending at most on \(f\), and a class \(B\) of ideal numbers, such that \[ \Sigma_9(V) \ll X^2Y^{-1/2}(\log X)^c + X^{3/2}V^{-1/2}\Sigma_{12}^{1/2}, \] with \[ \Sigma_{12} = \sum_{\beta_1, \beta_2, a_1, a_2} G(\beta_1)G(\beta_2)\Psi(a_1)\Psi(a_2)\psi(a_1, a_2; \beta_1, \beta_2), \] subject to the conditions \[ a_i \in \mathbb{Z}, \quad \beta_i \in B^{(0)}), \quad V < N\beta_i \leq 2V, \quad i = 1, 2, \quad d(\hat{\beta}_1 \wedge \hat{\beta}_2) > VX^{-1}Y^{-1}. \]

The argument at the beginning of [2, §12] shows that \[ \Sigma_{12} = 2 \sum_{\beta_1, \beta_2} G(\beta_1)G(\beta_2)\Psi(d^{-1}h_1(\beta_1, \beta_2))\Psi(d^{-1}h_2(\beta_1, \beta_2)) \] (6.5)

subject to the conditions \[ \beta_i \in B^{(0)}), \quad V < N\beta_i \leq 2V, \quad i = 1, 2, \quad d(\hat{\beta}_1 \wedge \hat{\beta}_2) > VX^{-1}Y^{-1}. \]

For \(y > 0\), let \[ U(y) = \{(\hat{\beta}_1, \hat{\beta}_2) : \beta_i \in B^{(0)}), \quad V < N\beta_i \leq 2V, \quad yX < h_{ij}(\beta_1, \beta_2) \leq yX(1 + \eta), \quad i, j = 1, 2\}. \]

With this notation, equation (6.5) may be rewritten as follows: \[ \Sigma_{12} = 2 \sum_{(\hat{\beta}_1, \hat{\beta}_2) \in U(d)} G(\beta_1)G(\beta_2), \quad d := d(\hat{\beta}_1 \wedge \hat{\beta}_2). \]
Subdividing the range of summation over $d$ into subintervals

$$I_m := \left( \frac{m-1}{T} \Delta, \frac{m}{T} \Delta \right], \ T \ll X^{2/3}, \ T < m \leq 2T, \ \Delta \ll VX^{-1},$$

one obtains

$$\Sigma_{12} \ll (\log X) T \Sigma_{13}(m, \Delta)$$

for at least one pair $(m, \Delta)$, where

$$\Sigma_{13}(m, \Delta) = \sum_{d_1 \in I_m} \sum_{(\hat{\beta}_1, \hat{\beta}_2) \in U(d_1)} G(\beta_1)G(\beta_2).$$

(6.7)

The argument proceeds, as in [2, § 12]. One must prove, for example, that the cubic polynomials $h_{ij}$, $i, j = 1, 2$, are non-singular in the relevant region. As in [2, § 12], we do it for the polynomial $h_{11}$, the rest being analogous.

Let $\mathcal{E}$ stand for the set of the three distinct embeddings $\sigma : k \hookrightarrow \mathbb{C}$, and let $\beta_{i\sigma} := \sigma(\beta_i)$, $i = 1, 2$, $\sigma \in \mathcal{E}$; write, for brevity, $s_j := b_j^{(1)}$, $t_j := b_j^{(2)}$, so that

$s_j = \text{Tr}(\beta_1 v_j \tilde{w}_3)$, $t_j = \text{Tr}(\beta_2 v_j \tilde{w}_3)$, $1 \leq j \leq 3, \hat{\beta}_1 = (s_1, s_2, s_3), \hat{\beta}_2 = (t_1, t_2, t_3).$

It follows from (6.4) that

$$h_{11}(\hat{\beta}_1, \hat{\beta}_2) = \text{Tr}(\beta_1 \tilde{w}_1 (v_1(s_2 t_3 - s_3 t_2) + v_2(s_3 t_1 - s_1 t_3) + v_3(s_1 t_2 - s_2 t_1))).$$

Let $\rho \in \mathcal{E}$; we have

$$(\rho \tilde{w}_3)^{-1} \frac{\partial h_{11}}{\partial \beta_2 \rho} = (s_2 \rho v_3 - s_3 \rho v_2)\text{Tr}(\beta_1 \tilde{w}_1 v_1) + (s_3 \rho v_1 - s_1 \rho v_3)\text{Tr}(\beta_1 \tilde{w}_1 v_2) + (s_1 \rho v_2 - s_2 \rho v_1)\text{Tr}(\beta_1 \tilde{w}_1 v_3).$$

On writing

$$\text{Tr}(\beta_i \tilde{w}_j v_i) = \sum_{\sigma \in \mathcal{E}} \beta_{i\sigma} \sigma(\tilde{w}_j v_i), \ 1 \leq i \leq 3, \ j = 1, 3,$$

substituting this identity in the previous equation, and rearranging the terms in the resulting sum, one obtains

$$(\rho \tilde{w}_3)^{-1} \frac{\partial h_{11}}{\partial \beta_2 \rho} = \beta_{1\sigma} \beta_{1\tau} (\sigma \tilde{w}_3 \tau \tilde{w}_1 - \sigma \tilde{w}_1 \tau \tilde{w}_3) D(v),$$
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where $E = \{\rho, \sigma, \tau\}$, and where $D(v) := \det(\tau(v), \sigma(v), \rho(v))$. Therefore
\[
\sum_{\rho \in \mathbb{B}} (\rho \tilde{w})^{-1}(\rho \tilde{w}) \beta_1 \rho \frac{\partial h_{11}}{\partial 2 \rho} = -(N\beta_1)D(v)D(\tilde{w}) = \pm N\beta_1
\]

since the discriminant of a class of ideal numbers is equal to the field discriminant, and we may conclude, as in [2, § 12], that
\[
|\nabla h_{11}(n)| \gg T^2, n := (n_1, \ldots, n_6), \tag{6.8}
\]
for $(\hat{\beta}_1, \hat{\beta}_2) \in U(d)$, $d \in I_m$, where
\[
s_i = V^{1/3} \frac{n_i}{T}, \quad t_i = V^{1/3} \frac{n_i + 3}{T}, \quad 1 \leq i \leq 3,
\]
assuming $n_j \ll T, 1 \leq j \leq 6$. For $r = 1$ we may handle the cubic polynomials $\beta_i^3 - (N\beta_i)e^{3/2}$ in the same way. Thus, for $r = 1$ we may follow [2]. We cover the region of summation in (6.7) by means of cubes
\[
C(n) = \{((\hat{\beta}_1, \hat{\beta}_2) : V^{1/3} \frac{n_i - 1}{T} < s_i \leq V^{1/3} \frac{n_i}{T}, V^{1/3} \frac{n_i + 3 - 1}{T} < t_i \leq V^{1/3} \frac{n_i + 3}{T}, \quad 1 \leq i \leq 3\},
\]
and say that a cube $C(n)$ is of class I if it lies completely inside $U(d)$ for each $d \in I_m$, and of class II if there is at least one $d \in I_m$ for which $U(d) \cap C(n) \neq \emptyset$ but $C(n)$ does not lie inside $U(d)$. Making use of the estimate (6.8) and its analogues, one deduces from Lemma 4.9 in [2] that there are $O(T^8)$ class II cubes if $r = 1$.

If $r = 2$, one has to consider a condition of the form
\[
|\beta_i| = (N\beta_i)^{1/3}|\varepsilon_1|^{1/2}|\varepsilon_2|^{3/2}, \quad (j = 1, 2 \text{ and } 3).
\]
This can be expressed as an equation of the form
\[
A \log |\beta_i\rho| + B \log |\beta_i\tau| + C \log |\beta_i\sigma| = 0,
\]
where $A, B, C$ are non-zero constants (involving $\log |\varepsilon_i|$ etc.). Such an equation can be handled directly, without appealing to Lemma 4.9 in [2].

It then follows from Lemma 6.2 that there is a class I cube $C$ such that
\[
\Sigma_9(V) \ll X^2 Y^{-1/2} (\log X)^c + X^{3/2} V^{-1/2} Y^{-1/2} \Sigma_{14}^{1/2}(\log X)^c, \tag{6.9}
\]
where
\[
\Sigma_{14} = \sum_{d_1 \in I_m} \left| \sum_{\beta_1, \beta_2 \in c} G(\beta_1)G(\beta_2) \right|,
\]
and
\[
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\]
cf. relation (12.8) in [2]. Further,

\[ \Sigma_{14} = \sum_{d_1 \in I_m} \left| \sum_{d=1}^{\infty} \mu(d) \sum_{(\hat{\beta}_1, \hat{\beta}_2) \in C} G(\beta_1)G(\beta_2) \right|, \]

and it follows that

\[ \Sigma_{14} \leq \sum_{1 \leq H < \infty} \sum_{v \in \hat{Z}^3} \Sigma_{15}(H, v), \]

where \( H \) runs through the powers of 2, and \( \hat{Z}^3 \) stands for the set of primitive vectors in \( Z^3 \); here

\[ \Sigma_{15}(H, v) := \sum_{d_1 \in I_m} \left| \sum_{d_1 \leq d < 2H} \mu(d) \sum_{(\hat{\beta}_1, \hat{\beta}_2) \in C, \hat{\beta}_1 \land \hat{\beta}_2 = rv} G(\beta_1)G(\beta_2) \right|. \]

Moreover, the argument in [2, §12] shows that

\[ \Sigma_{15}(H, v) \ll (\log X)^2 \sum_{\beta_i \in \Lambda, \beta_i \in \mathbb{Q}} \tau(\gamma)^6, \quad (6.10) \]

where \( \Lambda \) is a lattice generated by \( z_1, z_2 \) such that

\[ \{z_1, z_2\} \subset \mathbb{Z}^3, z_1 \land z_2 = v, \ |z_1| \leq |z_2| \ll V^{1/3}, \]

and

\[ \Gamma = \{\beta_1, \beta_2, b_1c_2 - b_2c_1\}, \quad \hat{\beta}_i = b_iz_1 + c_iz_2, \ i = 1, 2, \]

so that \( r = \pm(b_1c_2 - b_2c_1) \). To estimate the sum in the right hand side of (6.10), we may apply Lemma 6.1; the argument used at the end of [2, §12] leads then to the following analogue of Lemma 12.2 in [2]:

\[ \Sigma_9(V) \ll X^2Y^{-1/2}(\log X)^c + X^{3/2}V^{-1/2}Y^7\Sigma_{16}^{1/2}(\log X)^c, \quad (6.11) \]

where

\[ \Sigma_{16} = \sum_{d_1 \in I_m} \left| \sum_{d_1 \leq d < d_0} \sum_{(\hat{\beta}_1, \hat{\beta}_2) \in C, \hat{\beta}_1 \land \hat{\beta}_2} G(\beta_1)G(\beta_2) \right|. \quad (6.12) \]
with $d_0 := X^{-1}VY^{15} + V^{1/6}$. Further, the sum $\Sigma_{16}$ can be estimated as in [2, §13]. Given a cube $D$ in $\mathbb{R}^3$ and a point $a$ in $\mathbb{Z}^3$, let

$$\sigma(a; G, D) = \sum_{\hat{\beta} \in D \cap \mathbb{Z}^3} \exp(2\pi ia \hat{\beta}) G(\beta).$$

One first obtains an analogue of the estimate (13.2) in [2]:

$$\Sigma_{16} \ll XY \frac{\log V}{V} \sum_{q \leq d_0} \frac{\tau(q)}{q} \sum_{b \in \mathcal{J}(q), i=1,2} |\sigma(q^{-1}b; G, \mathcal{C}_i)|^2, \quad (6.13)$$

where $\mathcal{J}(q) = \{b : b \in \mathbb{Z}^3, b \ mod \ q, \ \text{h.c.f.}(b_1, b_2, b_3, q) = 1\}$, and the cube $\mathcal{C}$ in (6.12) is regarded as a product $\mathcal{C}_1 \times \mathcal{C}_2$ of the two 3-dimensional cubes, in a natural way. An application of the large sieve argument in the form of Lemma 13.1 in [2] allows then to deduce from (6.13) that, cf. estimate (13.4) in [2],

$$\Sigma_{16} \ll \Sigma_{17} + XV(YQ_0^{-1/2} + Y^{46}X^{-\tau/2})(\log X)^c.$$

where

$$\Sigma_{17} = XY \frac{\log V}{V} \sum_{q \leq Q_0} \frac{\tau(q)}{q} \sum_{b \in \mathcal{J}(q), i=1,2} |\sigma(q^{-1}b; G, \mathcal{C}_i)|^2.$$

Clearly,

$$\sigma(q^{-1}b; G, \mathcal{C}) = \sum_{c \ mod \ q} \exp\left(\frac{2\pi ibc}{q}\right) \sum_{\hat{\beta} \in \mathcal{C}, \ \hat{\beta} \equiv c \ mod \ q} G(\beta).$$

Moreover, on recalling that

$$B^{(0)} = \{\beta \in B : (\beta) \in \mathcal{I}(k)\},$$

we see that

$$\sum_{\hat{\beta} \in \mathcal{C}} G(\beta) = \sum_{\hat{\beta} \in \mathcal{C}, \ \beta \in B^{(0)}} g(\beta) \sum_{d | \beta} \mu(d),$$

so that

$$\sigma(q^{-1}b; G, \mathcal{C}) \ll \sum_{c \ mod \ q} \left| \sum_{\substack{\beta \in \mathcal{C}, \ \beta \in B^{(0)} \atop \beta \equiv c \ mod \ q}} g(\beta) \right|. \quad (6.14)$$
Since $\beta \mapsto \hat{\beta}$ is an invertible transformation, whose matrix depends at most on $f$ and $B$, the conditions $d|\beta$ and $\hat{\beta} = c \mod q$ are equivalent to a set of congruence conditions on $\hat{\beta}$ modulo $[q, d]$, cf. [2, § 13]; consequently, the inner sum in (6.14) can be bounded above with the help of (6.1). To conclude the proof of (ii) in Proposition 6.1 as in [2, § 13] we need the following analogue of Lemma 4.5 in [2].

**Lemma 6.3** Let $C = (a_1, a_1 + s_0] \times (a_2, a_2 + s_0] \times (a_3, a_3 + s_0]$ be a cube of side $s_0$, and suppose that $\max |a_i| \leq s_l^l$ for some positive constant $l$. Then there is a constant $c(l)$ such that

$$\sum_{\hat{\beta} \in C, \beta \in A^{(0)}} \tau(\beta)^2 \ll s_0^3 (\log s_0)^{c(l)}.$$ 

The proof of this lemma coincides with the proof of Lemma 4.5 in [2, § 4].

### 7 Completion of the proof of Proposition 6.1 and Theorem 2.1

Part (i) of Proposition 6.1, to be proved in this section, is our analogue of Lemma 3.8 in [2]. As in [2], we begin by considering the function $e_n(\mathfrak{A}, m)$.

**Lemma 7.1** In notation of Proposition 6.1, let

$$I = \frac{1}{|\det h_{\mathfrak{A}}|} \int_C w'(N \hat{x}) \, dx,$$

and suppose $\alpha \in A^{(0)}$; let $\varepsilon(\alpha, q) = 1$ if $\alpha$ and $q$ are coprime, and $\varepsilon(\alpha, q) = 0$ otherwise. The following asymptotic formula

$$\sum_{\beta = \alpha \mod q \atop \hat{\beta} \in C, \beta \in A^{(0)}} e_n((\beta), m) = \phi(k)^{-1} M^{-1} (\xi \log X)^{-n-1} I \frac{\varepsilon(\alpha, q)}{\varphi_k(q)}$$

$$+ O(S_0^3 M^{-1} \tau(q)^c \exp(-c\sqrt{\log L})),
$$

holds uniformly for $1 \leq q \leq L^{1/6}$. Here $M = \prod_{i=1}^{n+1} m_i$ as in Lemma 5.2, $\varphi_k$ stands for the Euler function over the field $k$, and $c$ is a positive constant depending at most on $f$.

This lemma can be proved along the lines of the proof of Lemma 8.1 in [2].
Turning to the analysis of \( d_n(\mathcal{A}, m) \), let us note that for any \( q \leq L^{1/6} \) we have
\[
\sum_{\beta = \alpha \mod q, \beta \in C, \beta \in \text{cl}(\alpha)^{(0)}} d_n((\beta), m) = 0
\]
whenever \( \alpha \) and \( q \) have a common factor, since in this case \((\beta)\) will be a product of prime ideals \( p \) with \( N(p) \geq X^r \geq L > N(q) \). Thus we can assume that \( h.c.f.(\alpha, q) = 1 \). It suffices therefore to prove the following analogue of Lemma 9.2 in [2].

**Proposition 7.1** Let \( l > 0, \alpha \in A, q \in \mathbb{Z} \), and suppose that \( h.c.f.(\alpha, q) = 1 \). The following asymptotic formula
\[
\sum_{\beta = \alpha \mod q, \beta \in C, \beta \in A^{(0)}} d_n((\beta), m) = \phi(k)^{-1}M^{-1} \varphi_k(q)^{-1}(\xi \log X)^{-n-1}I
\]
\[
+ O(V \exp(-c\sqrt{\log L})),
\]
holds uniformly for \( 1 \leq q \leq (\log X)^l \), where \( c \) is a positive constant depending at most on \( f \).

**Proof.** Let
\[
\mathcal{J}(q) = \{ \alpha : \alpha \in \mathcal{J}, \ h.c.f.(\alpha, q) = 1 \},
\]
let \( \mathcal{J}_1(q) = \mathcal{J}(q) \cap k \), and let
\[
\mathcal{J}_0(q) = \{ \alpha : \alpha \in k, \ \alpha = 1 \mod q \},
\]
where \( h.c.f.(\alpha, q) = 1 \) means that \( (\alpha) = \prod_{p \in \mathcal{P}} p^{n(p)} \) with \( n(p) \in \mathbb{Z}, n(p) = 0 \) for \( p \not| q \). Let \( H \) denote the set of characters of the factor-group \( \mathcal{J}_1(q)/\mathcal{J}_0(q) \); write \( d_\mathcal{X} := d_n(\mathcal{X}, m) \) for \( \mathcal{X} \in \mathcal{I}(k) \). It follows that
\[
\sum_{\beta = \alpha \mod q, \beta \in C, \beta \in A^{(0)}} d_n((\beta), m) = \varphi_k(q)^{-1} \sum_{\chi \in H} \bar{\chi}(\alpha) \sum_{\beta \in C, \beta \in A^{(0)}} d(\beta)\chi(\beta), \quad (7.1)
\]
where each \( \chi \) is extended to a character of the group \( \mathcal{J}(q) \); since \( \beta \alpha^{-1} \in k^* \), the sum in the right hand side of (7.1) does not depend on the chosen extension. As usual, let \( \{ \alpha \} \) denote the fractional part of a real number \( \alpha \). For \( \beta \in A_\mathbb{R} \) and \( \chi \in H \), choose functions as follows. When \( r = 1 \) let
\[
\psi_1(\beta) = \frac{\log |\beta|}{\log |\alpha_0|}, \quad \exp(2\pi i \psi_2(\beta)) = \frac{\beta^{(2)}}{|\beta^{(2)}|} \exp(-2\pi i \theta \psi_1(\beta))
\]
with $\frac{\varepsilon^{(2)}}{\varepsilon^{(1)}} = \exp(2\pi i \theta)$, and let
\[
\chi(\varepsilon) = \exp(2\pi it), \quad 0 \leq t < 1, \quad \nu_0(\chi, \beta) = \exp(-2\pi it \{\psi_1(\beta)\}).
\]
If $r = 2$, let $\psi_1, \psi_2$ be defined by the equation $l(\beta)R(k)^{-1} = l(\psi)$, where
\[
l(\beta) := (\log |\beta^{(1)}|, \log |\beta^{(2)}|, \log |\beta^{(3)}|), \quad l(\psi) := (\log |N\beta|, \psi_1(\beta), \psi_2(\beta)),
\]
with $R(k)$ denoting the regulator matrix of $k$ as in §2, and let
\[
\nu_0(\chi, \beta) = \exp(-2\pi i t \{\psi_1(\beta)\} + t_2 \{\psi_2(\beta)\}),
\]
where
\[
\chi(\varepsilon_j) = \exp(2\pi it_j), \quad 0 \leq t_j < 1, \quad j = 1, 2.
\]
Now let
\[
\nu(\chi, \beta) = \chi(\beta)\left(\frac{\beta}{|\beta|}\right)^s \nu_0(\chi, \beta),
\]
where $\chi(-1) = (-1)^s$, $s = 0, 1$. The characters $\lambda_j(\alpha) = \exp(2\pi i \psi_j(\alpha))$, $j = 1, 2$, generate the group of Grössencharacters of $k$. Let
\[
H(u) = \begin{cases} 1 - \Delta^{-1}||u||, & ||u|| \leq \Delta, \\ 0, & ||u|| \geq \Delta, \end{cases}
\]
where $||u|| := \min\{|u - n| : n \in \mathbb{Z}\}$ for $u \in \mathbb{R}$. Following [2], let us introduce a weight function $W(\beta; \Delta, x)$, defined for $0 < \Delta < \frac{1}{2}$, $x \in \mathbb{R}^3$, $(\beta) \in \mathcal{I}(k)$ by
\[
W(\beta; \Delta, x) = H(\psi_1(\beta) - \psi_1(\tilde{x}))H(\psi_2(\beta) - \psi_2(\tilde{x})),
\]
and consider the sum
\[
\Sigma(\chi, x) = \sum_{N \tilde{x} < N(\beta) \leq N \tilde{x} + \Delta V} d(\beta)\nu(\chi, \beta)W(\beta; \Delta, x),
\]
where $x \in \mathcal{C}$, so that $V \ll N \tilde{x} \ll V$. Clearly,
\[
\Sigma(\chi, x) = \frac{1}{h(k)} \sum_{\nu_1} \bar{\nu}_1(A) \sum_{N \tilde{x} < N(\beta) \leq N \tilde{x} + \Delta V} d(\beta)\nu_1((\beta))\nu(\chi, \beta)W(\beta; \Delta, x), \tag{7.2}
\]
where $\nu_1$ ranges over the characters of the class group of $k$. 
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Lemma 7.2 Let \( x \in \mathcal{C} \) and suppose that \( q \leq (\log L)^l \). Then

\[
\Sigma(\chi, x) = \epsilon(\chi)m(x)\frac{\Delta^2}{M}(q \log X)^{-n-1} + O_l(\Delta^{-2}M^{-1}V \exp(-c\sqrt{\log L})) ,
\]

where

\[
m(x) = w(N\hat{x} + \Delta V) - w(N\tilde{x})
\]

and \( \epsilon(\chi) = h(k)^{-1} \) or 0 depending on whether \( \chi \) is trivial or not.

Proof. The asymptotic formula (7.3) can be deduced from (7.2) along the lines of the proof of Lemma 9.3 in [2]; if the character \( \chi \) is trivial, the contribution to the main term comes from the summand in (7.2) with \( \nu_1 = 1 \).

Let now

\[
\Sigma'(\chi, x) = \nu_0(\chi, \beta)^{-1}\Sigma(\chi, x),
\]

and let

\[
j = \int_{\mathcal{C}} \Sigma'(\chi, x)dx.
\]

Following [2], one deduces from Lemma 7.2 that

\[
j = \epsilon(\chi)\frac{\Delta^3V}{M}(q \log X)^{-n-1}|\det h_A|I + O(\Delta^4V^2M^{-1}) \]

\[
+ O_l(\Delta^{-2}M^{-1}V S_0^3 \exp(-c\sqrt{\log L})).
\]

(7.4)

Lemma 7.3 Let \( \alpha \in \mathfrak{I} \), and suppose that \( W(\alpha; \Delta, x) \neq 0 \), and that

\[N\hat{x} < N(\alpha) \leq N\tilde{x} + \Delta V, \ V \ll N(\alpha) \ll V.\]

Then \( (\alpha) = (\beta) \) for some \( \beta \in \mathfrak{I} \) with \( \hat{\beta} = (1 + O(\Delta))x \). Moreover, there exists \( y \in \mathbb{R}^3 \) and \( \varepsilon \in \mathfrak{o}^* \) such that \( \hat{x} = \hat{y}\varepsilon \) and \( \hat{\alpha} = (1 + O(\Delta))y \).

An analogue of Lemma 7.3 is valid for any number field; its proof is an exercise in the multidimensional arithmetic of E.Hecke, [3], [4], [6], and we omit it here; one can also prove this lemma by a direct calculation, generalising the proof of Lemma 9.5 in [2]. Denoting by \( c \) the constant implicit in the \( O- \) symbols of Lemma 7.3, let

\[
\mathcal{C}' = \{ t : t \in \mathbb{R}^3, |t - x| \leq cV^{1/3}\Delta \text{ for some } x \in \mathcal{C} \}.
\]

It follows from Lemma 7.3 that

\[
\Sigma'(x) = \sum_{\hat{\beta} \in \mathcal{C}', \beta \in \mathcal{A}^{(0)}} d(\beta)\chi(\beta)W(\beta; \Delta, x)(1 + O(\Delta)),
\]
and therefore
\[ j = \sum_{\hat{\beta} \in C, \beta \in A^{(0)}} d_{(\beta)} \chi(\beta)(1 + O(\Delta)) \int_{x \in C, N\hat{x} < N\beta \leq N\hat{x} + \Delta V} W(\beta; \Delta, x) dx. \]

As in [2], it now follows that
\[ j = \sum_{\hat{\beta} \in C, \beta \in A^{(0)}} d_{(\beta)} \chi(\beta)(1 + O(\Delta)) I_0(\beta) + O(\Delta^4 V^2 \log X), \]
where
\[ I_0(\beta) = \int_{x \in \mathcal{F}, N\hat{x} < N\beta \leq N\hat{x} + \Delta V} W(\beta; \Delta, x) dx, \]
and \( \mathcal{F} \) is a fundamental domain of the group of units \( \mathfrak{o}^* \) in \( \mathbb{R}^3 \). If \( r = 1 \), the integral \( I_0(\beta) \) can be evaluated in the same way as in [2]; if \( r = 2 \), to evaluate this integral one makes a substitution
\[ \hat{x} \mapsto l(\hat{x}) R(k)^{-1} = (\log |N\hat{x}|, \psi_1(\hat{x}), \psi_2(\hat{x})). \]
This gives
\[ I_0(\beta) = \Delta^3 V \phi(k) h(k)^{-1} |\det h_A| \]
in either case; therefore
\[ j = \Delta^3 V \phi(k) h(k)^{-1} |\det h_A| \sum_{\hat{\beta} \in C, \beta \in A} d_{(\beta)} \chi(\beta)(1 + O(\Delta)) + O(\Delta^4 V^2 \log X). \]  
(7.5)

On comparing relations (7.1), (7.4), and (7.5) one concludes the proof of Proposition 7.1 along the lines of [2, § 9]. This completes the proof of Proposition 6.1.

As it has been explained at the end of [2, § 3], Theorem 2.1 and therefore Theorem 1.1 can be deduced from Proposition 5.1 and Proposition 6.1 by a suitable choice of the parameters \( \eta \) and \( Q_1 \).
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