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Abstract

Recent years have witnessed that iterative Krylov methods without re-designing are not suitable for distribute supercomputers because of intensive global communications. It is well accepted that re-engineering Krylov methods for prescribed computer architecture is necessary and important to achieve higher performance and scalability. The paper focuses on simple and practical ways to re-organize Krylov methods and improve their performance for current heterogeneous distributed supercomputers. In construct with most of current software development of Krylov methods which usually focuses on efficient matrix vector multiplications, the paper focuses on the way to compute inner products on supercomputers and explains why inner product computation on current heterogeneous distributed supercomputers is crucial for scalable Krylov methods. Communication complexity analysis shows that how the inner product computation can be the bottleneck of performance of (inner) product-type iterative solvers on distributed supercomputers due to global communications. Principles of reducing such global communications are discussed. The importance of minimizing communications is demonstrated by experiments using up to 900 processors. The experiments were carried on a Dawning 5000A, one of the fastest and earliest heterogeneous supercomputers in the world. Both the analysis and experiments indicates that inner product computation is very likely to be the most challenging kernel for inner product-based iterative solvers to achieve exascale.
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1. Introduction

The high resolution numerical simulation of many physical processes, natural phenomenons and engineering problems often result in massive spare linear or nonlinear algebraic systems. Solving these large algebraic systems consumes so much time in the entire simulation that it usually becomes the bottleneck of many simulations. Parallel Krylov iterative solvers are one of the most widely used and increasingly demanded methods in such computationally intensive projects. It is being widely informed and accepted that there is a fundamental difference between the parallel algorithms for distributed computers and the corresponding serial versions. On shared memory computers, reducing computations, exploring parallelism and increasing cache hit rate (or data reuse rate) are always given to priority, while on distributed heterogeneous supercomputers, priority is often given to minimizing all kinds of communications. Recent year has witnessed that minimizing communication in all kinds of algorithms for multi-core computing
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platforms has drew increasing attention. In order to achieve the ambitious exascale computing, research involving re-engineering traditional algorithms for the current multi-core computing platforms like GPU based clusters and next generation computer architecture or the so-called emerging (newly emerged) heterogeneous supercomputer have being launched one after another. However, most current research in this area focuses on small GPU cluster computing platforms, few results on heterogeneous supercomputers has been reported. Even though experiments on supercomputers were reported, people usually stress on what a specific and challenging application they implicated and focus on natural phenomena of science or engineering problems, relative less attention focused on the performance of some foundational algorithms on heterogeneous supercomputers. The paper focuses on the performance of Krylov methods themselves on heterogeneous supercomputers rather than other applications. We focus on one of the computation kernels of Krylov iterative methods: inner product computation. Theoretical analysis and experiments will demonstrate why such computation on heterogeneous supercomputers can be the most important kernel of Krylov methods.

The paper is organized as follows. Section § 2 first explains what is communication and why minimizing communication is crucial according to current technologies trends and communication complexity analysis. Section § 3 discuss principles to reduce communications. A detailed case study is presented in section § 4 to show how to re-construct Krylov methods. Section § 5 analyze the performance of the reconstructed methods and the corresponding original methods. And finally we present some numerical results to verify our analysis and give some conclusions.

2. Communication and Computation Complexity

There are many heterogeneity of current supercomputers all of which should be taken into account when constructing efficient parallel algorithms, while we only stress the aspect that the computer consists of many nodes which themselves consist of multiple processors or every node is like a GPU. In this paper, communication refers to the process of exchanging data between different computing nodes or processors via Message Passing Interface (MPI). Other data movements in local shared memory parts without using MPI which often require efficient data structure to increase the cache hit rate go beyond our discussion.

Communication time consists of two parts: one part is called set up time and the other part is message passing time. The set up time which is necessary to find and prepare the right and available computing resources (computing nodes or processors) mainly depends on latency of the underlying systems, while the part of message passing time depends on the ratio of the data size and the bandwidth of the systems. The set up time is usually much bigger than the message passing part. Further more the current technologies shows that the gap between the improvement of latency and bandwidth is still increasing. It has been noted that float points speeds increases at 59%/year, while only 5.5%/year can be reduced for latency [11], pp.109. And it is generally true for many technologies that latency improves much more slowly than bandwidth [29]. Such a trend suggests that computation in float points is cheap and will be much cheaper than communications, and also indicates that communication complexity analysis will play an more important role for large scale distributed computing. The gap between the bandwidth and latency demonstrates that minimizing the set up time is crucial to minimize the total communication time. Communication complexity analysis should take the two parts into consideration.

As known, there are three basic time-consuming computational kernels of Krylov subspace methods, namely, vector update, matrix-vector multiplications and inner product computation. Table 1 shows their computation and communication complexity. Vector updates is parallel in nature and there is no need for communication. When the data structure of matrix is well organized or the sparse matrix has a special structure, sparse matrix-vector multiplication usually only need local communication which is denote as $\mu$ in Table 1. $\mu$ is often in the order of $O(1)$ against $P$. While inner product computation needs global communications whose complexity is $O(\log_2 P)$. This term is due to the tree reduction algorithm to compute the inner product [12, p.260]. From Table 1, it’s easy to formulate the total time for per iterate step of Krylov solvers provided one knows how many number of the three different computational kernels in each loop. The formulae is given by [41]

$$T = \frac{\phi(N/P) \psi_f}{\text{computation time}} + \frac{\psi(t_{s}, t_{w}) \log_2 P}{\text{global communication}} + \frac{\mu}{\text{local communication}}.$$ (1)

It is noted that when the number of processors $P$ increases constantly with the problem size $N$, say, $N/P = \text{constant}$ (the so-called weak scale), the computation time almost keep a constant. Or we can say the computational time is in
the order $O(1)$ of $P$. While the communication time is in the order of $O(\log_2 P)$ when $P$ is large. In this case only one

Table 1: Computation and Communication Complexity of Kernels of Krylov Methods

<table>
<thead>
<tr>
<th>Name</th>
<th>Operations</th>
<th>Computation time</th>
<th>Communication time</th>
</tr>
</thead>
<tbody>
<tr>
<td>matrix-vector multiplication</td>
<td>$y \leftarrow Ax$</td>
<td>$n_z N t_{fl} / P$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>one inner product</td>
<td>$dot \leftarrow x^T y$</td>
<td>$2N t_{fl} / P$</td>
<td>$2(t_s + t_w) \log_2 P$</td>
</tr>
<tr>
<td>$k$ inner products</td>
<td>—</td>
<td>$2 k N t_{fl} / P$</td>
<td></td>
</tr>
<tr>
<td>vector update</td>
<td>$y \leftarrow ax + y$</td>
<td>$2N t_{fl} / P$</td>
<td></td>
</tr>
</tbody>
</table>

$N$: the number of unknowns; $P$: the number of processors; $n_z$: the average number of non-zeros per row of $A$; $t_{fl}$: the time per float point operation, $t_s$: the set up time, $t_w$: the time of passing per word (unite) of message. Usually, For distributed systems, usually $t_s \gg t_w$.

Figure 1: The solution time of two version of GPBiCG($m, \ell$) method (one of the Krylov methods) using up to 900 processors. The blue curves represents the MPI implementation of the original version of GPBiCG(8, 2) and the red curves represent the corresponding MPI implementation of improved or parallel versions PGPBiCG(8, 2). From up to bottom the curves represent for the total time, communication time and computation time respectively. The two versions of the same algorithm take almost the same computation time. While the parallel version take much less communication time.

or two several such global communications can consume most of time in every iterate, and even dominate the entire time when used processors increasing. Therefore, it is the communication especially the global ones rather than the computation that should be given the priority consideration for distributed heterogeneous supercomputers.

To further motivate our discussion, a numerical experiment is presented in Figure 1. The numerical experiments were designed to investigate which kernel of the Krylov methods is the most important when the number of processors increases. One of the Krylov methods named GPBiCG($m, \ell$) was considered[13]. The performance of the original version [13] and the corresponding parallel version [41] are reported. As shown in Figure 1, when the number of processors is larger than 100, the total solution time will dominated by the communication time.

The following section will show how to reduce the communication time for Krylov methods.
3. Strategies for Reducing Communications

As discussed in the last section and seen in Figure 1, communication can dominate the simulation time of parallel Krylov methods when the number of processors increases. Thus finding efficient ways to reduce the communication is crucial to make Krylov iterative methods more scalable for current heterogeneous supercomputers.

Three methods to reduce communication has been considered. The first one, or perhaps the most attractive one is to remove inner production computations which need global communications to develop inner product free iterative solvers. For example, the inner product in CG methods can be replaced by solving a small linear system as described in the s-step methods [4, 5] and multiple search direction conjugate gradient method [16, 17]. The second remedy to re-organize the underlying algorithm is to arrange more inner products can be computed at the same synchronization points. In this way, the number of inner products usually increases, but all the inner products can be computed and passed concurrently. This is based on the fact that the set up time is usually much bigger than the message passing time (i.e., \( t_s \gg t_w \)) and reducing the communication time mainly depends on reducing the set uptime. And third, communications should be overlapped with computations as many as possible.

It should be pointed that communication hinders the scalability of iterative Krylov methods has been noticed since 1980s. Pioneer researchers has also proposed some original ideas to reduce communications [6, 7, 8, 23, 24, 25]. However, due to the memory size constraints, the early pioneers work still more focus on maximizing flop point operations per unit memory. With the fast development of hardware, more and more memory and processors are available for general users, and the importance of reducing communications begin to get more public aware, there is a trend to re-engineer all the classical serial algorithms by minimizing the communications and to design communication avoiding Krylov iterative methods [1, 10, 21, 26, 27, 34]. Most of this research are software-development oriented, carefully study and tedious attentions are paid to the underlying computer architectures.

The remaining of the paper will focus on how to reschedule operations in the Krylov methods in order to reduce the number of synchronization points. An example will be given to show how to develop mathematically equivalent iterative methods by residual split strategy. The fundamental idea of residual split strategy is using cheap computation to exchange for the expensive communications. Basically, the residual vectors will be represents by a combination of several vectors of last iterative step, thus, the inner product related to the residual vectors can be represented by several inner products which can be computed with vectors of last iterative step or can be computed in the last synchronization points. Thus it reduces the synchronization points. Such a method has been considered in a sequent publications [2, 14, 15, 22, 25, 33, 36, 37, 38, 42]. Because such a strategy focuses on the algorithm rather than one particular hardware, it is suitable for all kinds of distributed machines and is easy to co-operate with all other code optimization methods to improve the overall performance of the iterative solvers. Such a residual split results a mathematically equivalent version of the underlying Krylov methods. While in practice, the convergence of the re-designed methods maybe a little poorer. The reason for such phenomenon will be explained and remedies will also be proposed.

4. Case Study

4.1. Original Algorithm

A hybrid generalized product-type methods based on Bi-CG is considered to show how to redesign a Krylov methods suitable for heterogenous distributed supercomputers. The method is called GPBiCG(m, \( \ell \)) [13] (see Algorithm 1). It includes 3 other well-known Krylov methods when the parameters \( m \) and \( \ell \) are chosen differently (see Table 2). The GPBiCG(1, 0) is reduce to the well-known BiCGSTAB method [32]. As known, BiCGSTAB can encounter breakdown. The hybrid BiCGSTAB2 method [19] is supposed to reduce the possibility of breakdown by changing the search direction every other iterate. While the GPBiCG method is supposed to be more robust by increasing the search direction space [40], in which, the residual \( r_k \) in line 16 of Algorithm 1 and the approximation solution \( x_k \) in line 19 of Algorithm 1 is updated by three vectors other than two vectors in other Krylov methods. The idea of BiCGSTAB2 and GPBiCG suggests that it is very likely to develop breakdown-free Krylov methods by dynamically changing the search direction and increasing the searching space. Therefore the method is a idea representee of Krylov methods and it is an idea candidate to investigate performance of its corresponding parallel version. The parallel version of the methods was first considered in [41].
4.2. Data Dependence Analysis and Algorithm Redesign

The section focuses on how to eliminate the data dependence and reduce synchronization points via residual split, loop shift and transpose shift.

It is noted that there are three synchronization points in Algorithm 1. Global communication are required in line 4, line 8 or line 13, and line 18 in this algorithm. Further the computation of $\zeta_k$ depends on the vectors $s_k$ and $t_k$ which themselves depends on $\alpha_k$. While $\beta_k$ in line 11 depends on the residual $r_{k+1}$ which depends $\eta_k$ and $\zeta_k$. Reducing the number of synchronization points need to eliminate the data dependence at first.

4.2.1. Residual Split

One trick to breakdown such data dependence is residual split. It is noted that the residual $r_{k+1}$ in line 16 can be replaced by vectors in last iterate. Therefore the inner product $(r_0, r_{k+1})$ can be computed indirectly by

$$\tilde{r}_k := (r_0, r_{k+1}) = (r_0, t_k) - \eta_k (r_0, y_k) - \zeta_k (r_0, s_k).$$

In this way, two more inner products have to be computed, but the increasing inner products can be computed in last synchronization point and thus one synchronization point is reduced.

4.2.2. Loop Shift and Transpose Shift

We call another trick to further breakdown data dependence and reduce synchronization points loop shift. Suppose every loop has only 3 operation statements say, $A, B, C$. Then one possible loop pattern is $\{A, B, C\}, \{A, B, C\}, \ldots$. This loop can be shifted as another one, $\{A, B, C\}, \{B, C, A\}, \ldots$. According to such a loop shift, the information in line 3 to line 20 of Algorithm 1 can be arranged as line 5 to line 20 and then line 3 and line 4. In this way, $\alpha_{k+1}$ is considered instead of $\alpha_k$ for each loop. And the synchronization point to compute $\alpha_{k+1}$ is also expected to be reduced.

It is noted that $(r_0, q_{k+1})$ is necessary for computing $q_{k+1}$ while the update of $q_{k+1}$ depends on a matrix-vector multiplication. If $q_{k+1}$ is updated by the residual split technique directly, it results in another two matrix-vector

---

**Table 2: The equivalent methods of GPBiCG($m, \ell$) method**

<table>
<thead>
<tr>
<th>GPBiCG($m, \ell$)</th>
<th>equivalent method</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPBiCG(1,0)</td>
<td>BiCGSTAB</td>
<td>[32]</td>
</tr>
<tr>
<td>GPBiCG(1,1)</td>
<td>BiCGSTAB2</td>
<td>[19]</td>
</tr>
<tr>
<td>GPBiCG(0,1)</td>
<td>GPBiCG</td>
<td>[40]</td>
</tr>
</tbody>
</table>

**Algorithm 1 GPBiCG($m, \ell$)**

1: $r_0 = b - Ax_0$, $t_{-1} = w_{-1} = 0,$
2: for $k = 0, 1, \ldots$, until $\|r_k\| \leq tol$ do
3: $p_k = r_k + \beta_{k-1} (p_{k-1} - u_{k-1})$;
4: $\alpha_k = \frac{(r_k, a_k)}{(r_k, q_k)}$
5: $t_k = r_k - \alpha_k u_k$;
6: $y_k = t_{k-1} - t_k - \alpha_k w_{k-1}$
7: if (mod($k$, $m$) + $\ell$ < $m$ or $k$ = 0) then
8: $\zeta_k = \frac{(r_k, y_k)}{(r_k, s_k)}$
9: $u_k = \zeta_k q_k$
10: $\alpha_k = \zeta_k r_k - \alpha_k u_k$
11: $r_{k+1} = t_k - \zeta_k s_k$
12: else
13: $\eta_k = \frac{(r_k, a_k)(y_k, a_k) - (y_k, u_k)(y_k, q_k)}{(y_k, a_k)(y_k, a_k)}$
14: $\zeta_k = \frac{(y_k, a_k)(y_k, q_k) - (y_k, a_k)(y_k, u_k)}{(y_k, a_k)(y_k, a_k)}$
15: $u_k = \zeta_k q_k + \eta_k (t_{k-1} - r_k + \beta_{k-1} u_{k-1})$
16: $r_{k+1} = t_k - \eta_k y_k - \zeta_k s_k$
17: end if
18: $\beta_k = \frac{\eta_k}{\zeta_k}$
19: $x_{k+1} = x_k + \alpha_k p_k + \zeta_k$
20: $w_k = s_k + \beta_k q_k$
21: end for
multiplications, which is not what we expect. Luckily, the symmetric property of inner product can be employed to avoid such un-necessary increasing the number of matrix vector multiplications.

\[(r_0^*, q_{k+1}) = (r_0^*, A p_{k+1}) = (A^T r_0^*, p_{k+1}) = (f, p_{k+1}).\]  

where \(f = A^T r_0^*\). We call such a transform transpose shift. It should be pointed out that the transpose of matrix should be avoided to use as possible due to large data movements. Luckily, here the transpose only used once. And then the inner product \((f, p_{k+1})\) can be computed by cheap vector updates and residual placement techniques. Form \(p_{k+1} = r_{k+1} + \beta_k (p_k - u_k)\), we get

\[\tilde{f}_p_{k+1} := (f, p_{k+1}) = (f, r_{k+1}) + \beta_k ((f, p_k) - (f, u_k)).\]  

Similarly as (2), the \((f, r_{k+1})\) can be computed as

\[\tilde{f}_r_{k+1} := (f, r_{k+1}) = (f, t_k) - \eta_k (f, y_k) - \zeta_k (f, s_k).\]  

Let \(h_k = t_{k-1} - r_k + \beta_{k-1} u_{k-1}\) (see line 14 in Algorithm 1), then \((f, u_k)\) could be formulated as

\[\tilde{f}_{u_k} := (f, u_k) = \begin{cases} \zeta_k (f, q_k) & \text{if execute line 9,} \\ \zeta_k (f, q_k) + \eta_k (f, h_k) & \text{if execute line 14.} \end{cases}\]  

Equation(4)-(6) show that \((f, p_{k+1})\) can be indirectly computed by \((f, t_k), (f, y_k), (f, s_k), (f, q_k)\) and \((f, h_k)\). These inner products can computed as the same time when computing inner products associated with \(\zeta_k\) and \(\eta_k\) in line 8 or line 13 in Algorithm 1.

As discussed above, the 3 global synchronization points in Algorithm 1 can be reduced only one by residual split, loop shift and transpose shift. The resulted improved algorithm is presents in Algorithm 2.

**Algorithm 2 Parallel GPBiCG(m, ℓ)**

1: \(r_0 = b - A q_0, t_{-1} = w_{-1} = \tilde{0}, f = A^T r_0, p_0 = r_0\)  
2: for \(k = 0, 1, \ldots\), until convergence do  
3: \(t_k = r_k - \alpha_k q_k\)  
4: \(s_k = A t_k\)  
5: \(\zeta_k = (t_k, t_k) \eta_k = 0\)  
6: \(y_k = \text{temp} - t_k - \alpha_k u_{k-1}\)  
7: if mod\((k, m + 1) < m \text{ or } k = 0\) then  
8: \(\text{compute } (s_k, t_k), (s_k, s_k), r_{k}, t_{k}, (r_{k}, s_{k}), (f, s_{k}), (f, t_{k}), (f, q_{k}), (f, p_{k})\)  
9: \(\tilde{r}_{k+1} = \tilde{f}_{k+1} = (f, t_k) - \zeta_k (f, s_k)\)  
10: \(u_k = \tilde{r}_{k+1} = (f, t_k) - \zeta_k (f, s_k)\)  
11: \(z_k = \zeta_k (f, q_k)\)  
12: \(r_{k+1} = t_k - \zeta_k s_k\)  
13: else  
14: \(h_k = \text{temp} - r_k + \beta_{k-1} u_{k-1}\)  
15: compute \((s_k, s_k), (s_k, Y_k), (s_k, t_k), (Y_k, t_k), (Y_k, Y_k), (f, h_k), (f, q_k), (f, p_k), (r_{k}, t_{k}), (r_{k}, Y_k), (r_{k}, s_{k}), (r_{k}, r_{k}), (f, t_{k}), (f, y_{k}), (f, s_{k}), (f, h_{k}), (f, q_{k}), (f, p_{k})\)  
16: end if

17: \(\zeta_k = \zeta_k r_k - \alpha_k u_k\)  
18: \(r_{k+1} = t_k - \zeta_k s_k\)  
19: end for

20: \(r_{k+1} = \tilde{f}_{k+1} = (f, t_k) - \zeta_k (f, s_k)\)  
21: \(u_k = \tilde{r}_{k+1} = (f, t_k) - \zeta_k (f, s_k)\)  
22: \(z_k = \zeta_k (f, q_k) + \eta_k h_k\)  
23: \(\tilde{r}_{k+1} = \tilde{f}_{k+1} = (f, t_k) - \zeta_k (f, s_k)\)  
24: \(r_{k+1} = t_k - \zeta_k s_k\)  
25: end if

26: end for
5. Performance Analysis

Table 3: The main computations of GPBiCG($m, \ell$) and PGPBiCG($m, \ell$)

<table>
<thead>
<tr>
<th>Methods</th>
<th>vector update</th>
<th>inner product</th>
<th>matrix-vector</th>
<th>synchronization points</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPBiCG($m, \ell$)</td>
<td>5 3 7 3</td>
<td>1 2 5 2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>PGPBiCG($m, \ell$)</td>
<td>5 3 7 3</td>
<td>0 9 15 0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

The for loops in Algorithm 1 and Algorithm 2 are divided into 4 parts: the part before if denotes as heard part (H); if branch denote as $m$ part, and else branch denoted as $\ell$ part; and the remaining part denotes as tail part (T).

This section focuses on the performance of the original version of Algorithm 1 and the parallel improved version Algorithm 2. Computations in the two algorithms, matrix-vector multiplications, inner products and vector updates are listed in Table 3.

5.1. Time Complexity Analysis

Table 3 compares the number of computation kernels and the number of global synchronization points in Algorithm 1 and Algorithm 2. As shown the redesigned algorithm has 4 to 5 more inner products in average but all the inner products only need one global synchronization point. According to Table 1, $k$ inner products computed at the same synchronization point need

$$
t_{\text{inn}(k)} = \frac{2kNt_{ij}}{P} + 2(t_\text{sv} + kt_w)\omega(p) = kt_{\text{vec}} + 2(t_\text{sv} + kt_w)\log_2(P) \tag{7}
$$

computation and communication time. Since the set up time is far bigger than the message passing time, say, $t_s \gg t_w$. Thus reducing the number of global synchronization points can reduce the global communication time. Table 4 details the time needed for each synchronization point in the two Algorithm.

Table 4: The time of inner products computation in GPBiCG($m, \ell$) and PGPBiCG($m, \ell$)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Position</th>
<th>No.</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPBiCG($m, \ell$)</td>
<td>H</td>
<td>1</td>
<td>$2t_{ij}N/P + 2\log P(t_s + t_w)$</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>2</td>
<td>$4t_{ij}N/P + 2\log P(t_s + 2t_w)$</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>5</td>
<td>$10t_{ij}N/P + 2\log P(t_s + 5t_w)$</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>2</td>
<td>$4t_{ij}N/P + 2\log P(t_s + 2t_w)$</td>
</tr>
<tr>
<td>PGPBiCG($m, \ell$)</td>
<td>M</td>
<td>9</td>
<td>$18t_{ij}N/P + 2\log P(t_s + 9t_w)$</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>15</td>
<td>$30t_{ij}N/P + 2\log P(t_s + 15t_w)$</td>
</tr>
</tbody>
</table>

Different with many other Krylov subspace methods, the search directions in GPBiCG($m, \ell$) dynamically change, it is difficult to evaluate the expect solution time for such an algorithm based on only one iterate step. Because the number of vector updates and the inner products in if branch and else branch are different. Furthermore, the communication time of inner product doesn’t linearly depend on the number of inner products, therefore we can not use the average number in the two branches. We have to view the $m + \ell$ iterates as a “unit loop”. Counting the number of kernels of Krylov methods in Algorithm 1, and substituting the time for each kernels into equation 1, we get a concrete formula for the expected time

$$
T_{\text{GPBiCG}(m, \ell)} = \{8(m + \ell) + 3m + 7\ell\}t_{\text{vec}} + 2(m + \ell)t_{\text{mv}} + (m + \ell)(t_{\text{inn}(1)} + t_{\text{inn}(2)}) + mt_{\text{inn}(2)} + \ell t_{\text{inn}(5)}, \tag{8}
$$

where $t_{\text{vec}}$ and $t_{\text{mv}}$ is the time for vector update and matrix-vector multiplication given in Table 1, $t_{\text{inn}(k)}$ is given in equation (7). The formulae in equation (8) can be simplified as

$$
T_{\text{GPBiCG}(m, \ell)} = \frac{4_1}{P} + \lambda_2\log_2 P + 2(m + \ell)\mu, \tag{9}
$$
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where $\mu$ is the local communication time defined in Table 1 and

\begin{equation}
A_1 = \{32m + 46l + 2(m + l) n_z\} N t_{fl},
\end{equation}

\begin{equation}
A_2 = 6(m + l) t_s + (10m + 16l) t_w.
\end{equation}

Similarly, the expect time of one “unit loop” in PGpBiCG($m$, $\ell$) is

\begin{equation}
T_{\text{PGpBiCG}(m, \ell)} = \frac{\sigma_1}{P} + \sigma_2 \log_2 P + 2(m + l) \mu,
\end{equation}

where

\begin{equation}
\sigma_1 = \{40m + 60l + 2(m + l) n_z\} N t_{fl},
\end{equation}

\begin{equation}
\sigma_2 = 2(m + l) t_s + (18m + 30l) t_w.
\end{equation}

When solving the same problem using the same number of processors, the improvement of solution time of PGpBiCG($m$, $\ell$) compared with GPBiCG($m$, $\ell$) methods is

\begin{equation}
\eta = \frac{T_{\text{GPBiCG}(m, \ell)} - T_{\text{PGpBiCG}(m, \ell)}}{T_{\text{GPBiCG}(m, \ell)}} = \frac{(\lambda_2 - \sigma_2) P \log_2 P + A_1 - \sigma_1}{\lambda_2 P \log_2 P + 2(m + l) \mu P + A_1}
\end{equation}

\begin{equation}
= \frac{(4(m + l) t_s - (8m + 12l) t_w) P \log_2 P - (8m + 14l) N t_{fl}}{(6(m + l) t_s + (10m + 16l) t_w) P \log_2 P + 2(m + l) \mu P + A_1}.
\end{equation}

Because $t_s \gg t_w$, when $P$ is large enough, $\eta \rightarrow \frac{2}{3}$.

**Conclusion 1.** When solving the same problem using the same number of processor, the improvement of solution time using PGpBiCG($m$, $\ell$) compared with using GPBiCG($m$, $\ell$) is about two third.

### 5.2. Scalability Analysis

Speedup and efficiency are two indicators to evaluate the performance of parallel algorithm. *Speedup* is defined as

\begin{equation}
S = \frac{T_{\text{serial}}}{T_{\text{parallel}}} = \frac{T_S}{T_P},
\end{equation}

where $T_S$ and $T_P$ represents for time to solve a problem on a single processor and on $P$ processors, respectively. The *efficiency* is defined as

\begin{equation}
E = \frac{\text{speedup}}{\text{number of processors}} = \frac{S}{P} = \frac{T_S}{P T_P}.
\end{equation}

Such definition of speed up has its limitation, because the speedup reaches the maxima at certain $P^*$, and $S_P$ will become smaller with $P$ increasing. In practice, the scaled speedup is often used to access the scalability of the parallel algorithm.

#### 5.2.1. Scaled Speedup

The ideal speedup satisfies that the solution time will be a constant when the number of processors $P$ and the problem size $N$ increasing at the same rate. Let $T\left(\frac{N}{P}, P\right)$ be the solution time if $\frac{N}{P}$ is a constant, we denote the solution time as $T(\cdot, P)$, and denote $T(\cdot, 1)$ as the solution time on single processor. then the *weakly scaled speed up* is defined as

\begin{equation}
S_P^C = \frac{T_{\text{serial}}}{T_{\text{parallel}}} = \frac{T(\cdot, 1)}{T(\cdot, P)}
\end{equation}

The ideal scaled speedup is 1. However such ideal case seldom appears because the communications and the serial computations in existence. $S_P^C$ is more approximate to 1, the scalability is much better. Let $S_P^{\text{GPBiCG}(m, \ell)}$ and $S_P^{\text{PGpBiCG}(m, \ell)}$ be the scaled speedup of GPBiCG($m$, $\ell$) and PGpBiCG($m$, $\ell$) respectively. Now we derive the formula
function

Employing such a definition, another formula of $e^{217}$. However, the ideal $e^{217}$

The iso-$e^{217}$ function demonstrates that relationship between the problem size $N$

Conclution 2. When the processors is large enough, the scaled speedup of PGPBiCG($m, ℓ$) is better than that of GPBiCG($m, ℓ$).

Similarly, the scaled speedup of PGPBiCG($m, ℓ$) is

The ratio of the scaled speedup is

Because $t_s ≫ t_w$, when $P$ is large enough,we have

Conclution 2. When the processors is large enough, the scaled speedup of PGPBiCG($m, ℓ$) is more than 3 times better than that of GPBiCG($m, ℓ$).

5.2.2. Iso-efficiency Analysis

Another way to assess the scalability of the parallel algorithm is iso-efficiency. The efficiency defined in (18) in fact depends the problem size $N$. Keep $E$ as a constant, we can derive a formula which is called the iso-efficiency function

The iso-efficiency function demonstrates that relationship between the problem size $N$ and the number of processors $P$ to keep a constant efficiency. The function value is smaller, the scalability of the algorithm is much better[39, pp. 217].

In the idea case, The efficiency $E = S/P = T_S / (PT_P)$ should be 1 or approximates to 1, where $S$ is speedup given by (17). However, the ideal efficiency and speedup seldom can be achieved because there are communications and serial instructions. The time due to communication time and serial instructions is called overhead or overhead function given by

Employing such a definition, another formula of efficiency is introduced as
From equation (29), the following relationship holds

$$T_S(N) = \frac{E}{1-E}T_{\text{over}}(N, P),$$  \hspace{1cm} (30)

where $E$ is constant.

Denote

$$T^{\text{GPBiCG}(m, \ell)} = T^{\text{comp}} + T^{\text{comm}},$$  \hspace{1cm} (31)

where $T^{\text{comp}}$ and $T^{\text{comm}}$ represent the computation time and communication time respectively. Since the time for serial instructions (like line 20 to line 22 in Algorithm 2) can be neglect. Thus

$$T^{G}_{\text{over}} = PT^{\text{GPBiCG}(m, \ell)}.$$  \hspace{1cm} (32)

One the other hand, form (9)

$$T^{\text{GPBiCG}(m, \ell)}_{\text{comm}} = \lambda_2 \log_2 P + 2(m + l) \mu$$  \hspace{1cm} (33)

where $\lambda_2$ is given in (10). Substituting equation (32) and (33) into equation(30)) gives

$$T^{\text{GPBiCG}(m, \ell)}_S(N) = \frac{EP[\lambda_2 \log_2 P + 2(m + l) \mu]}{1-E}.$$  \hspace{1cm} (34)

On the other hand, by definition

$$T^{\text{GPBiCG}(m, \ell)}_S(N) = [32m + 46l + 2(m + l) n] N_{l/f} = \tilde{\lambda}_1 N$$  \hspace{1cm} (35)

where $\tilde{\lambda}_1$ is given in (21). Form above analysis, the iso-efficiency function of GPBiCG($m, \ell$) methods is

$$N^{\text{GPBiCG}(m, \ell)} = \frac{EP[\lambda_2 \log_2 P + 2(m + l) \mu]}{\tilde{\lambda}_1 (1-E)} = \frac{\lambda_2 EP \log_2 P}{\tilde{\lambda}_1} + \frac{2(m + l) \mu EP}{\tilde{\lambda}_1 (1-E)}.$$  \hspace{1cm} (36)

where $\lambda_1$ is given in (10) and $\tilde{\lambda}_1$ is given in (21).

Similarly, the iso-efficiency function of PGPBiCG($m, \ell$) is

$$N^{\text{PGPBiCG}(m, \ell)} = \frac{\sigma_2 EP \log_2 P}{\tilde{\sigma}_1 (1-E)} + \frac{2(m + l) \mu EP}{\tilde{\sigma}_1 (1-E)}.$$  \hspace{1cm} (37)

where $\tilde{\sigma}_1$ is given in (24) and $\sigma_1$ is given in (13).

In the formula of $N^{\text{GPBiCG}(m, \ell)}$ and $N^{\text{PGPBiCG}(m, \ell)}$, the second terms include $\mu$ which represents for the (local) communication time of matrix vector multiplication. It usually can be overlapped with other useful computations. When number of processor $P$ is large, $N^{\text{GPBiCG}(m, \ell)}$ and $N^{\text{PGPBiCG}(m, \ell)}$ are dominated by the leading order of $P$

$$N^{\text{GPBiCG}(m, \ell)} \approx \frac{\lambda_2 EP \log_2 P}{\tilde{\lambda}_1 (1-E)}, \text{ and } N^{\text{PGPBiCG}(m, \ell)} \approx \frac{\sigma_2 EP \log_2 P}{\tilde{\sigma}_1 (1-E)}.$$  \hspace{1cm} (38)

The iso-efficiency function is smaller, the scalability of the algorithm is much better. Since $\frac{\lambda_2}{\tilde{\lambda}_1} \gg 3$, then we could also get that the scalability of PGPBiCG($m, \ell$) is more than 3 times better than that of GPBiCG($m, \ell$). See Figure 2 for a illustration.

5.2.3. The Optimal Number of Processors

One main goal of scalability analysis is to determine the optimal performance of a given parallel algorithm on prescribed computing platform. When the problem size is given, the optimal number of processors can be determined via performance analysis. One can obtain the optimal number of processors by minimizing the following function.

$$\varphi(x) = \frac{\theta_1}{x} + \theta_2 \log_2 x + C, \quad \theta_1, \theta_2 > 0, \quad C \text{ is a constant}$$  \hspace{1cm} (39)
GPBICG(8,2) and PGPBICG(8,2)

Figure 2: Iso-efficiency curves of GPBiCG(8,2) and PGPBiCG(8,2). where $E = 80\%$, $t_s = 10\mu s$, $t_w = 20\mu s$, $t_f = 10\mu s$, $n_z = 5$. The figure shows that to keep the efficiency as 80\%, GPBiCG(8,2) can only use 220 processor for a problem with 100,000 unknowns, while PGPBiCG(8,2) method can use three times more processors, about 680 in the figure. Since they have the same efficiency, thus the scalability of the redesign version is apparently better than that of GPBiCG($m$, $\ell$).

Let $\varphi'(x) = 0$, we could find the only stationary point of $\varphi$ in $(0, \infty)$ is $x = \frac{\theta_1 \ln 2}{\theta_2}$. Further more, $\varphi''\left( \frac{\theta_1 \ln 2}{\theta_2} \right) > 0$, and hence $x = \frac{\theta_1 \ln 2}{\theta_2}$ is the minimal point of the function in $(0, \infty)$. Applying this conclusion to formula (9) and (12), one finds the optimal number of processors for GPBiCG($m$, $\ell$) and PGPBiCG($m$, $\ell$) respectively:

$$P_{\text{GPBiCG}(m, \ell)}^{\text{opt}} = \frac{32m + 46l + 2(m + l) n_z} {6(m + l) t_s + (10m + 16l) t_w} N t_f \ln 2$$

$$P_{\text{PGPBiCG}(m, \ell)}^{\text{opt}} = \frac{40m + 60l + 2(m + l) n_z} {2(m + l) t_s + (18m + 30l) t_w} N t_f \ln 2$$

Because $t_s \gg t_w$, then $P_{\text{PGPBiCG}(m, \ell)}^{\text{opt}} > 3$.

**Conclusion 3.** The optimal number of processors when using PGPBiCG($m$, $\ell$) is 3 times larger than that when using GPBiCG($m$, $\ell$).

5.3. Convergence Analysis

It is noted that the residual split technique can hinder the convergence rate of the recontracted algorithms. Usually, this is because the indirectly computing inner product can accumulate the error due to round off. Consider the following estimate of the error due to round off when computing a inner product.

**Lemma 4** ([20, p.75]). If $x, y \in \mathbb{R}^n$, let $f_l(x^T y)$ is the inner product computed by float points computations, $x^T y$ is the true value, $\delta = f_l(x^T y) - x^T y$, then

$$|\delta| \leq 1.01 Nu \sum_{i=1}^{N} |x_i y_i|$$

where $u$ is the machine precision.

Lemma 4 shows that $|\delta|$ can be far larger than the machine precision $u$ when $N$ is extremely large. In most of the case, no matter whether the matrix is sparse or not. the solution $x$ and the residual $r_k$ is usually dense. This brings
In such a recursive way, if the inner product \((\vec{r}_k, s_k)\) in line 4, then the inner product \(\vec{f}_r k+1\) in line 12 and line 22 and inner product \(\vec{f}_p k+1\) in line 32 can be computed by a recursive way:

\[
\begin{align*}
\vec{f}_r k+1 &= \vec{f}_r k - a_0(f, q_k) - \eta_k(f, y_k) - \zeta_k(f, s_k) \\
\vec{f}_p k+1 &= \vec{f}_p k + \beta_k(f - (f, u_k))
\end{align*}
\]  

(42)  

(43)

In such a recursive way, if the inner product \((f, r_0) = (f, p_0)\) is provided, then the inner products \(\vec{f}_r k+1\) and \(\vec{f}_p k+1\) can be computed in recursive. By such recursive formula, two less inner products would be computed in line 8 and line 18. This is exactly the same way Yang used in the improved BiCGSTAB [37]. While in Algorithm 2 the inner products \((f, r_k)\) and \((r^*_0, r_k)\) are updated directly for every iterate, which reduces the potential error source. A further analysis the accuracy of these two ways to compute the inner product shows that the recursive way to compute the inner product can accumulate the round off error.

To make the analysis simply, we only consider the GPGBiCG(1, 0) method which equivalent to BiCGSTAB method. The inner product \((r^*_0, r_k+1)\) are compute in GPGBiCG(1, 0) and IBiCGSTAB method in the following way respectively:

\[
\begin{align*}
\text{GPGBiCG(1, 0)} : & \quad \tilde{r}_{k+1} = (r^*_0, t_k) - \zeta_k(f, s_k); \\
\text{BiCGSTAB} : & \quad \tilde{r}_{k+1} = (r^*_0, q_k) - \zeta_k(f, s_k).
\end{align*}
\]  

(44)  

(45)

Denote the error of the inner product \((r^*_0, r_k+1)\) according to (44) and (45) as \(\delta_{\tilde{r}_{k+1}}^{\text{GPGBiCG(1, 0)}}\) and \(\delta_{\tilde{r}_{k+1}}^{\text{IBiCGSTAB}}\) respectively, then according to Lemma 4

\[
\delta_{\tilde{r}_{k+1}}^{\text{GPGBiCG(1, 0)}} = f l(\tilde{r}_{k+1}) - r^*_0 r_{k+1} = f l(\tilde{r}_{0, s_k} + \zeta_k f l(\tilde{f}_s^* s_k) - r^*_0 r_{k+1} = \delta_{\tilde{r}_0} - \zeta_k \delta_{\tilde{f}_s^* s_k} \\
\text{and thus we have}
\]

\[
\left| \delta_{\tilde{r}_{k+1}}^{\text{GPGBiCG(1, 0)}} \right| \leq \left| \delta_{\tilde{r}_0} \right| + \left| \zeta_k \right| \left| \delta_{\tilde{f}_s^* s_k} \right|. \\
\]

(46)

(47)

While according to (45) in BiCGSTAB to compute \(\tilde{r}_{k+1}\) then error

\[
\begin{align*}
\delta_{\tilde{r}_{k+1}}^{\text{IBiCGSTAB}} &= \delta_{\tilde{r}_0} - \alpha_k \delta_{r^*_0 q_k} - \zeta_k \delta_{\tilde{f}_s^* s_k}; \\
\delta_{\tilde{r}_{k+1}}^{\text{IBiCGSTAB}} &= \delta_{\tilde{r}_0} - \alpha_k \delta_{r^*_0 q_k} - \zeta_k \delta_{\tilde{f}_s^* s_k}.
\end{align*}
\]  

(48)

Combining the above recursive formulae, one can get

\[
\left| \delta_{\tilde{r}_{k+1}}^{\text{IBiCGSTAB}} \right| \leq \left| \delta_{\tilde{r}_0} \right| - \sum_{i=0}^{k} \left( \alpha_i \delta_{r^*_0 q_k} + \zeta_i \delta_{\tilde{f}_s^* s_k} \right) \leq \left| \delta_{\tilde{r}_0} \right| + \sum_{i=0}^{k} \left( |\alpha_i| \left| \delta_{r^*_0 q_k} \right| + |\zeta_i| \left| \delta_{\tilde{f}_s^* s_k} \right| \right)
\]

(49)

Lemma 4 indicates that these errors \(\delta_{\tilde{r}_0}, \delta_{r^*_0 q_k}, \delta_{\tilde{f}_s^* s_k}\) can be much larger than machine precision. It is clear from (49) that the recursive way to compute the inner product can accumulate the round off error.

**Conclusion 5.** The round error of inner product of large dimension vectors could be much bigger than machine precision, the recursive way to compute the inner product make these relative big errors accumulated quickly and result in large error which hinders the stability of the algorithm. Therefore, The recursive way to compute inner products indirectly should be avoided.
Figure 3: The convergence performance of GPBiCG(1,0), PGPBiCG(1,0), BiCGSTAB and IBiCGSTAB using 256 processors for a problem with 921,600 unknowns. The figure demonstrates the convergence of the original versions of the two equivalent methods is almost the same. While for the parallel versions, the one without recursive inner product computation converges faster.

6. Numerical experiments

The test problem considered in this paper is as follows

\[ a \frac{\partial^2 u}{\partial x^2} + b \frac{\partial^2 u}{\partial y^2} + c \frac{\partial u}{\partial x} + d \frac{\partial u}{\partial y} + eu = 0, \quad x, y \in (0, 1), \]

with boundary conditions

\[
\begin{aligned}
&\frac{\partial u}{\partial x} \big|_{x=0} = 0, \quad \frac{\partial u}{\partial x} \big|_{x=1} = 0 \\
&u \big|_{y=0} = 0, \quad u \big|_{y=1} = 10,
\end{aligned}
\]

where \( a = b = 1512.0, \ c = d = 1.0, \ e = 0.0 \). A special nine-point difference scheme was used to approximate the test problem. Therefore the average non-zero elements of the matrix is 9, \( n_z = 9 \). This is not a challenging problem, but as mentioned before, the paper focuses on the performance of Krylov methods on distributed heterogeneous computers rather than other challenging applications. The numerical experiments of GPBiCG(m, \ell) and PGPBiCG(m, \ell) run a heterogenous supercomputer: Dawning 5000A. Each result is an average of results from 4 times running.

First, the problem size on each processor is fixed as 3,600, i.e., \( N_P = 3,600 \). We record the solution time and the communication time for 3000 iterates for each method. \( T_G \) and \( T_{PG} \) stand for the wall-time of entire solution of GPBiCG(m, \ell) and PGPBiCG(m, \ell) respectively, while \( T_{comm}^G \) (or \( T_{comm}^{PG} \)) denote their communication time. \( R_G \) and \( R_{PG} \) denote the ratio of communication time to entire time.

\[
\eta = \frac{T_G - T_{PG}}{T_G} \times 100 \quad \text{and} \quad \eta_c = \frac{T_{comm}^G - T_{comm}^{PG}}{T_{comm}^G} \times 100
\]

represent the improvement of solution time and communication time respectively.

Figure 1 illustrates how the solution time of GPBiCG(8, 2) and PGPBiCG(8, 2) increase with the number of processors increasing. The figure illustrates that the computation time of the two methods is almost the same, while the communication time in PGPBiCG(8,2) is about one third of that in GPBiCG(8,2). Figure 4(a) illustrates the improvement of solution time and the ratio of communication time to solution time of GPBiCG(8, 2) and PGPBiCG(8, 2). But the communication can take more than a half when the number of processor number is larger than 200. When using up
Figure 4: (a) The ratio of communication time to the wall-time of entire solution and the improvement for GPBiCG(8,2) and PGPBiCG(8,2). (b) Comparison of the speedup of GPBiCG(m, ℓ) and PGPBiCG(m, ℓ) for different (m, ℓ). The problem size is fixed to 960 × 960.

Table 5: Performance of GPBiCG(1,0) and PGPBiCG(1,0)

<table>
<thead>
<tr>
<th># CPU</th>
<th>N</th>
<th>GPBiCG(1,0)</th>
<th>PGPBiCG(1,0)</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>T_G</td>
<td>T_c</td>
<td>R_G</td>
</tr>
<tr>
<td>1</td>
<td>3600</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>14400</td>
<td>1.08</td>
<td>0.32</td>
<td>0.30</td>
</tr>
<tr>
<td>16</td>
<td>57600</td>
<td>1.61</td>
<td>0.76</td>
<td>0.47</td>
</tr>
<tr>
<td>36</td>
<td>129600</td>
<td>2.39</td>
<td>1.40</td>
<td>0.59</td>
</tr>
<tr>
<td>64</td>
<td>230400</td>
<td>3.02</td>
<td>2.00</td>
<td>0.66</td>
</tr>
<tr>
<td>100</td>
<td>360000</td>
<td>4.00</td>
<td>2.96</td>
<td>0.74</td>
</tr>
<tr>
<td>144</td>
<td>518400</td>
<td>5.62</td>
<td>4.34</td>
<td>0.77</td>
</tr>
<tr>
<td>196</td>
<td>705600</td>
<td>6.59</td>
<td>5.27</td>
<td>0.80</td>
</tr>
<tr>
<td>256</td>
<td>921600</td>
<td>7.92</td>
<td>6.38</td>
<td>0.81</td>
</tr>
<tr>
<td>324</td>
<td>1166400</td>
<td>9.32</td>
<td>7.69</td>
<td>0.82</td>
</tr>
<tr>
<td>400</td>
<td>1440000</td>
<td>10.54</td>
<td>8.82</td>
<td>0.84</td>
</tr>
</tbody>
</table>

to 64 processor with GPBiCG(8,2) method, \( R_G^c \) approximate 60%, while using PGPBiCG(8,2), the processor could be scaled up to 400 and keep the ratio being about 60%. When the number is 900, \( \eta \approx 50\% \) while \( \eta_c \approx 60\% \). When parameter \((m, ℓ)\) chosen as other values, we have the similar results.

Table 5 to Table 9 report the results of 4 groups of GPBiCG(m, ℓ) and PGPBiCG(m, ℓ), and the results of BiCGSTAB and IBiCGSTAB [37].

The speedup of GPBiCG(m, ℓ) and PGPBiCG(m, ℓ) is also reported. The problem size is fixed as 960×960. Figure 4(b) reports the speedup based on 1 processors. The speed up based on 4, 16 and 36 processors have the similar trends.

As shown in Figure 1, Figure 4(a) and Table 5 to Table 9, the solution time of Krylov solver is quickly dominated by communication time as the number of processors increases. Therefore, minimizing communication for Krylov methods is crucial for current distributed supercomputers.

Finally, we point out that the experiments were implemented on a modified version of the well-known software package AZTEC for massive linear systems. All the experiments can be redone on different distributed computing platforms.
Table 6: Performance of BICGSTAB and IBiCGSTAB

<table>
<thead>
<tr>
<th>#</th>
<th>CPU</th>
<th>BiCGSTAB</th>
<th>IBiCGSTAB</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T^i$</td>
<td>$T^G$</td>
<td>$R^i$</td>
</tr>
<tr>
<td>1</td>
<td>3600</td>
<td>0.38</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>14400</td>
<td>1.18</td>
<td>0.51</td>
<td>0.43</td>
</tr>
<tr>
<td>16</td>
<td>57600</td>
<td>1.76</td>
<td>1.09</td>
<td>0.62</td>
</tr>
<tr>
<td>36</td>
<td>129600</td>
<td>2.75</td>
<td>1.96</td>
<td>0.71</td>
</tr>
<tr>
<td>64</td>
<td>230400</td>
<td>3.45</td>
<td>2.61</td>
<td>0.76</td>
</tr>
<tr>
<td>100</td>
<td>360000</td>
<td>4.81</td>
<td>3.91</td>
<td>0.81</td>
</tr>
<tr>
<td>144</td>
<td>518400</td>
<td>6.36</td>
<td>5.24</td>
<td>0.82</td>
</tr>
<tr>
<td>196</td>
<td>705600</td>
<td>7.69</td>
<td>6.66</td>
<td>0.87</td>
</tr>
<tr>
<td>256</td>
<td>921600</td>
<td>8.95</td>
<td>7.63</td>
<td>0.85</td>
</tr>
<tr>
<td>324</td>
<td>1166400</td>
<td>11.10</td>
<td>9.75</td>
<td>0.88</td>
</tr>
<tr>
<td>400</td>
<td>1440000</td>
<td>12.74</td>
<td>11.24</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 7: Performance of GPBiCG(1,1) and PGPBiCG(1,1)

<table>
<thead>
<tr>
<th>#</th>
<th>CPU</th>
<th>GPBiCG(1,1)</th>
<th>PGPBiCG(1,1)</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T^G$</td>
<td>$T^G$</td>
<td>$R^G$</td>
</tr>
<tr>
<td>1</td>
<td>3600</td>
<td>0.51</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>14400</td>
<td>1.27</td>
<td>0.38</td>
<td>0.30</td>
</tr>
<tr>
<td>16</td>
<td>57600</td>
<td>1.69</td>
<td>0.80</td>
<td>0.48</td>
</tr>
<tr>
<td>36</td>
<td>129600</td>
<td>2.38</td>
<td>1.41</td>
<td>0.59</td>
</tr>
<tr>
<td>64</td>
<td>230400</td>
<td>3.05</td>
<td>1.97</td>
<td>0.65</td>
</tr>
<tr>
<td>100</td>
<td>360000</td>
<td>4.04</td>
<td>2.88</td>
<td>0.71</td>
</tr>
<tr>
<td>144</td>
<td>518400</td>
<td>5.47</td>
<td>4.17</td>
<td>0.76</td>
</tr>
<tr>
<td>196</td>
<td>705600</td>
<td>6.27</td>
<td>4.98</td>
<td>0.79</td>
</tr>
<tr>
<td>256</td>
<td>921600</td>
<td>7.64</td>
<td>6.12</td>
<td>0.80</td>
</tr>
<tr>
<td>324</td>
<td>1166400</td>
<td>9.76</td>
<td>7.92</td>
<td>0.82</td>
</tr>
<tr>
<td>400</td>
<td>1440000</td>
<td>10.98</td>
<td>9.15</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 8: Performance of GPBiCG(2,8) and PGPBiCG(2,8)

<table>
<thead>
<tr>
<th>#</th>
<th>CPU</th>
<th>GPBiCG(2,8)</th>
<th>PGPBiCG(2,8)</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T^G$</td>
<td>$T^G$</td>
<td>$R^G$</td>
</tr>
<tr>
<td>1</td>
<td>3600</td>
<td>0.53</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>14400</td>
<td>1.23</td>
<td>0.37</td>
<td>0.30</td>
</tr>
<tr>
<td>16</td>
<td>57600</td>
<td>1.69</td>
<td>0.82</td>
<td>0.49</td>
</tr>
<tr>
<td>36</td>
<td>129600</td>
<td>2.47</td>
<td>1.43</td>
<td>0.58</td>
</tr>
<tr>
<td>64</td>
<td>230400</td>
<td>3.06</td>
<td>1.89</td>
<td>0.62</td>
</tr>
<tr>
<td>100</td>
<td>360000</td>
<td>4.16</td>
<td>2.95</td>
<td>0.71</td>
</tr>
<tr>
<td>144</td>
<td>518400</td>
<td>5.43</td>
<td>4.06</td>
<td>0.75</td>
</tr>
<tr>
<td>196</td>
<td>705600</td>
<td>6.62</td>
<td>5.21</td>
<td>0.79</td>
</tr>
<tr>
<td>256</td>
<td>921600</td>
<td>8.15</td>
<td>6.51</td>
<td>0.80</td>
</tr>
<tr>
<td>324</td>
<td>1166400</td>
<td>10.30</td>
<td>8.53</td>
<td>0.83</td>
</tr>
<tr>
<td>400</td>
<td>1440000</td>
<td>11.47</td>
<td>9.64</td>
<td>0.84</td>
</tr>
</tbody>
</table>
Table 9: Performance of GPBiCG(0, 1) and PGPBiCG(0, 1)

<table>
<thead>
<tr>
<th>CPU</th>
<th>N</th>
<th>(T^G)</th>
<th>(T^G)</th>
<th>(R^G)</th>
<th>(R^G)</th>
<th>(\eta)</th>
<th>(\eta_r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3600</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.53</td>
<td>0.00</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>14400</td>
<td>1.08</td>
<td>0.32</td>
<td>0.30</td>
<td>0.88</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>16</td>
<td>57600</td>
<td>1.61</td>
<td>0.76</td>
<td>0.47</td>
<td>1.10</td>
<td>0.28</td>
<td>0.25</td>
</tr>
<tr>
<td>36</td>
<td>129600</td>
<td>2.39</td>
<td>1.40</td>
<td>0.59</td>
<td>1.29</td>
<td>0.41</td>
<td>0.32</td>
</tr>
<tr>
<td>64</td>
<td>230400</td>
<td>3.02</td>
<td>2.00</td>
<td>0.66</td>
<td>1.75</td>
<td>0.71</td>
<td>0.41</td>
</tr>
<tr>
<td>100</td>
<td>360000</td>
<td>4.00</td>
<td>2.96</td>
<td>0.74</td>
<td>2.20</td>
<td>1.07</td>
<td>0.48</td>
</tr>
<tr>
<td>144</td>
<td>518400</td>
<td>5.62</td>
<td>4.34</td>
<td>0.77</td>
<td>2.92</td>
<td>1.55</td>
<td>0.53</td>
</tr>
<tr>
<td>196</td>
<td>705600</td>
<td>6.59</td>
<td>5.27</td>
<td>0.80</td>
<td>3.36</td>
<td>1.87</td>
<td>0.56</td>
</tr>
<tr>
<td>256</td>
<td>921600</td>
<td>7.92</td>
<td>6.38</td>
<td>0.81</td>
<td>4.02</td>
<td>2.43</td>
<td>0.60</td>
</tr>
<tr>
<td>324</td>
<td>1166400</td>
<td>9.34</td>
<td>7.69</td>
<td>0.82</td>
<td>4.78</td>
<td>3.03</td>
<td>0.63</td>
</tr>
<tr>
<td>400</td>
<td>1440000</td>
<td>10.54</td>
<td>8.82</td>
<td>0.84</td>
<td>5.36</td>
<td>3.42</td>
<td>0.64</td>
</tr>
</tbody>
</table>

7. Conclusions

Unlike most of other software development for Krylov methods, which usually focus on the sparse matrix-vector multiplications. The paper discusses why the way of inner product to be computed is crucial for Krylov iterative solvers on heterogeneous supercomputers according to communication complexity and the trends of current technology discussed before. As shown, the scalability of a underlying Krylov algorithm largely depends on the global communication from the following equation,

\[
T = \varphi \left( \frac{N}{P} \right) t_{ij} + \phi (t_s, t_u) \log_2 P + \mu (t_s, t_u)
\]

where the first item stands for the computation time and the second terms represent the global communication time. When the problems size \(N\) and the number of processors \(P\) increasing at the same rate, the value of \(\varphi \left( \frac{N}{P} \right)\) almost have no change. \(\mu (t_s, t_u)\) represents the local communication time for sparse matrix-vector multiplication, which is usually can be overlapped by compulsory computations. While \(\phi (t_s, t_u) \log_2 P\) represents of the global communication time when computing the inner product, it increasing in nonlinearly way \(O(\log_2 P)\) with the increasing of the number of processor and thus becomes the bottleneck of the solver. It should be noted that even fine grid parallelism are fully explored on each node with multi-core processors, the term \(\log_2(p)\) can only be improved to \(\log_{m}(p)\), which doesn’t not essentially change the communication complexity for global communication.

The paper focuses on reconstructed Krylov methods for heterogenous supercomputers by minimizing communications. Examples are presented to show how to use the residual split, loop shift and transpose sift techniques to reducing 3 synchronization points in GPBiCG\((m, \ell)\) into only one in PGPBiCG\((m, \ell)\). The performance of the two methods are carefully analyzed and compared. The analysis and numerical experiments shows the reconstructed methods are more scalable on distribute supercomputers. Similar techniques can be applied to other Krylov methods [18]. Because the techniques here are focused on to improve the algorithms themselves, therefore the reconstructed methods are potable for all kinds of distributed supercomputers.

We also analysis why the indirect inner product computation sometimes results in poor convergence. And improved the convergence by eliminating the recursive computation of inner products. It should be mentioned that accurate compute the inner product for large dense vectors itself is a challenging problems. Therefore, if inner product computation can not be avoided in current Krylov solvers, it is very likely to be the most important kernel for distribute heterogenous supercomputers.
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