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Abstract

Mainly two mechanisms are involved in the formation of blood vasculature: vasculogenesis and angiogenesis. The former consists of the formation of a capillary-like network from either a dispersed or a monolayered population of endothelial cells, reproducible also in vitro by specific experimental assays. The latter consists of the sprouting of new vessels from an existing capillary or post-capillary venule. Similar phenomena are also involved in the formation of the lymphatic system through a process generally called lymphangiogenesis. A number of mathematical approaches have analysed these phenomena. This paper reviews the different modelling procedures, with a special emphasis on their ability to reproduce the biological system and to predict measured quantities which describe the overall processes. A comparison between the different methods is also made, highlighting their specific features.
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Introduction

Blood vessel formation and development is a multiscale process, driven by the activation of endothelial cells (ECs, the main bricks of the capillary walls) induced by the action of suitable biochemical stimuli which are released both by environmental cells and by ECs themselves. Vascular progression involves two different mechanisms: vasculogenesis and angiogenesis (for a review, see [39, 43, 44]). The former process mainly consists in the formation of a primitive vascular network, that emerges from a directed and autonomous migration, aggregation and organization of the endothelial cells. The latter consists instead of the formation of new vessels from an existing capillary or post-capillary venule. Angiogenic remodelling co-ordinates with the establishment of blood flow and can occur through sprouting, i.e., by the formation of new branches from the sides of existing capillaries, pruning, resizing of the capillary volume of of the thickness of the capillary wall, or intussusception, i.e., by internal division of the vessel lumen.
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Entering into more detail, in the embryo, the process of vasculogenesis starts with the assembly of mesoderm-derived precursors of ECs [175] in polygons having well determined topological characteristics, dictated by the principal and paradigmatic function of vasculature: the oxygen transport to the tissues. After remodelling, these geometrical properties are more or less maintained in the adult body, where the capillary network embedded in the tissues and stemmed by the vascular tree has the same shape as the minimal unit participating in the formation of the embryo vascular net [49, 86, 107].

Though angiogenesis already intervenes in the embryo to remodel the initial capillary network into a mature and functional vascular bed comprised of arteries, capillaries, and veins, its main role is played during the adult life, when it is involved in many physiological processes, for instance, the vascularization of the ovary and the uterus during the female cycle, of the mammary gland during lactation and of granulation tissues after wound healing. However, when the equilibrium of its underlying control mechanisms is disrupted, angiogenesis becomes pathological, as in the cases of chronic inflammatory diseases like rheumatoid arthritis and psoriasis, vasculopathies like diabetic microangiopathy, degenerative disorders like atherosclerosis and cirrhosis, tissue injury occurring in ischemia. Indeed, the angiogenic progression is a pivotal transition also in cancer development. In fact by providing the nutrition and oxygen, it allows malignant cells to grow and remain viable, and, eventually, to cause metastases and invasion of the circulatory system [44]. Moreover, it is also active in determining the translation of dormant metastases to an aggressive status [43]. The switch to the angiogenic phenotype leads therefore to a fast progression and to a potentially fatal stage of the disease and represents an important target for therapeutic interventions in most types of malignancies [195].

The understanding of angiogenesis and vasculogenesis is indeed of particular importance in cancer therapy on the one side for the research of anti-angiogenic therapies, and on the other for the optimisation of drug delivery to tumour sites. In fact, counter-intuitively Jain and co-workers [79, 97, 98] hypothesized that, in order to achieve a better delivery of drugs, it is important to normalise the vascular network through the restoration of a proper balance of pro-angiogenic and anti-angiogenic factors. In this way, a usually abnormal tumour vasculature can be normalized improving perfusion, oxygenation and overall efficacy, and also allowing a reduction of tumour interstitial pressure, a further factor hampering drug delivery to the tumour site.

Recently, there is a growing interest in governing the formation of capillary networks in order to construct in vitro tissues already with embedded capillaries. In fact, the growth of 3D tissues had scarce results due to the fact that it is limited by the diffusion of nutrients inside the scaffold. Even in the case of a successful growth in vitro obtained by carefully forcing a flow through the scaffold, it is very difficult to successfully implant the artificial tissue in the body because of the absence of a capillary network, so that the tissue usually becomes necrotic because of the lack of nutrients. Providing the scaffold with a network or stimulating its development together with the host tissue would instead allow bigger 3D tissues to be built and more successful implants to be achieved (see, for instance, [45, 56, 84, 95, 99, 110, 135, 196, 211, 214]). In particular, Stroock and co-workers [232] developed a micro-fluidic device embedded in a tissue-like collagen matrix where ECs can grow on the inner walls of the micro-channels, forming the first capillaries. The 3D matrix surrounding the vessels and the
flow allowed for the cells themselves to adapt the structure to a physiological one and even to form new sprouts, which is very important in view of forming connections with the tissue that is going to host the part grown in vitro.

The experimental studies performed on both the tubulogenic system and the vasculogenic system and on their driving mechanisms has revealed the role of different factors operating in vascular progression, both in physiological conditions and in pathological situations. However, innumerable other processes, acting at different spatio-temporal scales, are far from being completely elucidated. Their complexity presents indeed a number of components which is obviously impossible to study using only laboratory-based biological methods, but which can be more efficiently analysed by in silico models, able to replicate selected features of the experimental system.

The aim of this review is to present the different approaches, i.e., continuous, mechanics-based, hybrid, and cell-based models, used to model the formation of vascular networks, with a special emphasis on their ability to reproduce the experimental system and to predict measured quantities. In doing that more attention will be paid to the results obtained in the last ten years, referring to [8, 11, 117, 123] for further details on previous contributions. Some sample models will be explained in detail in order to make more evident the modelling differences. Finally, a comparison between the different methods will be done, putting in evidence their specific features with their advantages and disadvantages.

1 In vitro vasculogenesis

Given the fundamental importance of vessel formation and reorganization, a large amount of in vitro assays have been advanced to provide a deeper understanding of selected underpinning molecular-scale and cellular-scale events. One of the most known is the tubulogenic experiment, the laboratory counterpart of in vivo vasculogenesis (see Figure 1). Tubulogenic assays can be obtained using different experimental set-ups, substrata (e.g., Matrigel, fibronectin, collagen, fibrin, semisolid methylcellulose), and endothelial cell-lines (e.g., human umbilical vein endothelial cells (HUVEC), human dermal microvascular endothelial cells (HDMEC), human capillary endothelial cells (HCEC), human marrow microvascular endothelial cells, bovine aortic endothelial cells (BAEC), bovine capillary endothelial cells (BCEC), bovine retinal endothelial cells (BREC), rat capillary endothelial cells (RCEC), embryonic stem cells (ESC), calf pulmonary arterial endothelial cells (CPAEC), adrenal capillary endothelial cells (ACEC)), as reviewed in [212].

Recent experimental investigations have demonstrated that, from the macroscopic morphological analysis, tumour blood vessels are irregular and dilated and that distinct venules, arterioles, and capillaries are undistinguishable [54, 73]. Moreover, they differ from their “normal” counterpart by their altered blood flow and permeability, and by abnormalities in pericytes and in the basement membrane. Therefore, in recent years, an increasing number of vasculogenic assays have been performed with tumour-derived endothelial cell lines (TECs), isolated and cultured from human carcinomas on the basis of membrane markers. Indeed, they exhibit altered genotype, phenotype, and function, are often aneuploid and display chromosomal instability and express peculiar genes [38,
In addition, TECs avoid senescence in vitro and show enhanced proliferation, motility and over-expression of membrane receptors [22, 36, 37, 38, 82]. Therefore, TECs represent a more adequate model for studying the mechanisms of malignant vascularization and for testing the efficacy of anti-angiogenic pharmacological therapies and drugs.

In spite of such a large variety of laboratory protocols mentioned above, it is possible to point out a unified illustration of the common features of the experimental process. The selected EC population is initially dispersed in a physiological solution and then poured on the top of a specific substrate, which typically favours cell motility and has biochemical characteristics similar to living tissues. The cells sediment by gravity onto the surface and then move on it, giving rise to the mechanisms of aggregation and pattern formation. In more detail, the overall process, which commonly lasts 9-15 hours, consists of the following steps:

1. Cells initially undergo an isotropic motion around their initial position, maintaining a round shape. Then, it seems that they choose a direction, which is correlated with the location of areas characterized by higher cellular densities, and display an independent migration, with a small random component, until they collide with their closest neighbours (3-6 hours). This motile phenotype is called in biology cell persistence and is related to the inertia of a cell in rearranging and repolarizing its cytoskeleton, maintaining its own direction of migration [71, 179]. It is interesting to remark that in this phase cells move significantly fast and their movement seems to be of amoeboid type, which can be compared with the exhibition of a gymnast with a quick sequence of jumps (refer, for instance, to [221, 228]).

2. After collision, ECs attach to their neighbours eventually forming a continuous multicellular network, which can be represented as a collection of nodes connected by capillary chords. Concomitantly, the number of adhesion sites with the substrate increases and the ECs achieve an even
more elongated shape. In this stage, the motion, which is of mesenchymal type, is much slower and resembles that of a mountain-climber, who uses as many footholds as possible, grabbing new contact points and detaching from old ones one at a time.

3. The network slowly moves as a whole, undergoing a slow thinning process, which however leaves the structure mainly unaltered. During this stabilization phase the mechanical interactions among cells, and between cells and the substratum, become important.

4. Finally, individual cells fold up to origin the lumen of the capillary, so that the resulting vascular network forms along the lines of the previous, as described in [83, 108].

1.1 Activity of chemical morphogens and relative intracellular pathways

As explained in the previous section, the motion of cells in the first phase of the patterning seems to be well established toward the region characterized by higher cell densities. A natural question is indeed how the cells feel the presence of other cells, i.e., what is the mechanism underlying intracellular cross-talk. In this regard, recent works clearly confirm that endothelial cells exchange signals during vasculogenesis by the release and absorption of specific chemical morphogens, such as vascular endothelial growth factor isoforms (VEGF-A), acidic and basic fibroblast growth factors (FGFs), epidermal growth factor (EGF), transforming growth factor-α and -β (TGF-α and -β), as for instance reviewed in [43, 60, 89]. These angiogenic factors, which are known to induce ECs growth, survival, and motility [61, 151], can in fact bind to specific tyrosine kinase receptors on the cell surface and induce chemotactic motion along their concentration gradient, i.e., towards zones of higher cellular densities.

In order to quantify both the persistent and the chemotactic component in cell motion, in [10, 159, 182, 187] a statistical analysis of the cell trajectories is performed, measuring the displacement between successive turns and the accumulative distance. In particular, Parsa et al. [159] and Serini et al. [187] measure both the angle between two subsequent displacements relative to the same trajectory, which gives a measure of the persistence, and the angle between the cell instantaneous velocity and the VEGF-A concentration gradients at the same point, which gives a measure of the chemotactic behaviour. Indeed, they observe and confirm a persistence of cell locomotion in time and an alignment of the migration with the direction of the gradients of the concentration field.

The autocrine/paracrine growth factors play also a role in determining the dimensions of the overall network. In particular, different types of morphogens can lead to different mesh sizes, as observed in [177], where mice lacking heparin-binding isoforms of VEGF-A form vascular networks with a larger structure. As discussed in the sequel, and proved by different theoretical models [74, 187], this is related to the fact that the typical size of the network is determined by the product of the diffusion constant and the half-life of the chemical factor, which are affected by its molecular weight and therefore specific for each chemical species. In [85] it is clearly shown how eliminating endogenous VEGF-A, the ECs plated on Matrigel do not form networks even when VEGF-A is added exogenously and homogeneously on the top of the layer.
The diffusive chemical morphogens not only exert a chemotactic action on the ECs but, concomitantly, also activate a series of calcium-dependent cascades, regulating the phenotypical behaviour of cells, e.g. motility, that is in turn influenced by cell-to-cell contact. Their role then becomes essential for the stabilization of the capillary network. Molecules of selected growth factors initiate a series of intracellular cascades, which results in the indirect production of second messengers (such as arachidonic acid (AA) and nitric oxide (NO)), which, binding to sites on cell plasmamembrane, open cation channels and allow the influx of extracellular calcium into the cytosol, as characterized in [63, 64, 65, 136, 140]. The process, also called non-capacitive (or non-store operated) calcium entry (NCCE or NSOCE), causes localized and peripheral restricted accumulations of the ion [206], which regulate important biophysical properties of vascular cells, such as their elasticity, migratory capacity and adhesive strength [28, 139, 141, 143].

1.2 Topological properties of the network and relative dependence on cell density and substrate thickness

Several experimental approaches clearly show that, over a defined range of densities of seeded cells (say from 100 to 200 cells/mm²), the resulting network is characterized by typical inter-capillary distances (i.e., mean diameter of cellular lacunae), extending from 50 to 300 µm. These dimensions are instrumental for optimal metabolic exchange (determined by the diffusivity of the oxygen): a coarser net would in fact cause necrosis of the tissues in the central region, a finer net would instead be useless (see [49, 86]). Indeed, as observed in vivo in [69], outside these values of cell density, the vascular mesh does not develop properly. To enlighten this phenomenon, Serini and co-workers [187] performed specific experiments varying the number of seeded cells, and used methods of statistical mechanics to quantitatively characterize the resulting patterns [74, 50]. As a result, one can observe a transition between a phase in which dynamics generates several disconnected structures (i.e., below a critical value ~ 100 cells/mm²) to a phase in which a single connected structure appears. This process is an example of percolative transition and is studied in detail in [50].

A detailed analysis of the topological parameters characterizing the network such as average branch length, number of branches, number of nodes, or capillary-like structure area was performed in [159]. The same article also devotes a particular attention to the evolution of the shapes of single endothelial cells. They characterize cell behaviour in five phases dominated by cell aggregation, spreading, elongation, plexus stabilization, plexus reorganization.

When too many cells are seeded, another transition, called Swiss-cheese transition, is observed with the formation of regions without cells, called lacunae, in a confluent layer of undifferentiated ECs, that therefore do not form a proper network.

The topological properties of the capillary network are strictly regulated also by the content of matrix proteins in the substrate, which regulate cell attachment over the gel surface. In particular, experimental observations have pointed out that lacunae form in the zones deprived of ECM molecules [209]. Indeed, in [212], the authors noticed that the formation of cellular holes was accompanied by a degradation of fibrin gels: in more detail, they measured the fibrin degradation products present in the culture medium and found an in-
crease after 10 hours of seeding HUVECs. The same group has also performed some experiments changing the fibrin concentration in a substratum of 1 mm thickness with a confluent population of HUVECs (i.e., with a density \( \approx 1500 \text{ cells/mm}^2 \)). Increasing the fibrin concentration from 0.5 mg/mL to 8 mg/mL, the number of formed lacunae strongly decreased, without increasing in size. In particular, a structured capillary mesh, with a typical chord length of 550 ± 50 µm, only formed for lower fibrin concentrations. At higher values, the ensemble of cells remained in fact a continuous carpet without holes. These results suggested that fibrinolysis leads to cell apoptosis, and detachment from the surface, during the process, eventually resulting in the formation of functional lacunae. The same researchers have repeated the experiments using BRECs: in this case, a higher fibrin concentration (\( \approx 8 \text{ mg/mL} \)) was necessary to form an organized capillary network, with a mean chord length of 400 µm. This is consistent with the fact that BRECs present a high fibrinolytic activity so that, at lower concentration, the matrix gel is degraded too quickly and the cells could not adhere at all. For this reason, some experiments were performed adding protease inhibitors (aprotin up to a concentration of 1 µg/mL), which decreased the degradation and allowed the formation of capillary-like structures. However, the fibrin degradation had been completely inhibited, the capillary network no longer formed.

The interaction between cells and ECM during tubulogenesis has been the subject of many experiments: in [215, 216, 217], the authors seeded different types of cells (i.e., BAEC, cells of the murine Leydig cell line TM3, human fibroblasts, human smooth muscle cells, and murine PYS-2 cells) on gelled basement membrane matrices (BBMs), characterized by a constant thickness of 1 mm and a variable rigidity, regulated by selected amounts of gelled native type I collagen. They found that, with 0.6 mg/mL collagen, BAEC and TM3 cells formed capillary networks in 24 hours, whereas, at 2 mg/mL collagen, cells were flattened, spread, and unorganised. In addition, they used a set-up in which the substratum was distributed with a triangular shape increasing from 10 µm to 500 µm over a length of 17 mm or from 10 µm to 400 µm over a length of 4 mm: the experiment showed the formation of longer chords in the case of high thickness and of shorter chords in the opposite situation. Probably, on an even thinner substrate, a capillary structure would have not formed at all.

## 2 Continuous models of vasculogenesis

The first mathematical models aimed at describing vasculogenesis were developed in the eighties by Murray and co-workers [144, 145, 146, 155], then followed by a series of papers [121, 122, 147, 148, 149, 150, 209] reviewed in more detail in [11, 123]. This type of models was based on the assumption that the mechanism driving the formation of the vascular network and its morphological characteristics was the pulling action of cells on the extracellular matrix (ECM).

Denoting by \( \rho_c \) the density of endothelial cells, by \( \rho_m \) the density of ECM, and by \( u_m \) the displacement of the extracellular matrix with respect to its
stress-free configuration, the structure of the model is the following

\[
\frac{\partial \rho_c}{\partial t} + \nabla \cdot \mathbf{J}_c = 0, \quad (2.1)
\]

\[
\frac{\partial \rho_m}{\partial t} + \nabla \cdot (\rho_m \mathbf{v}_m) = 0, \quad (2.2)
\]

\[
\nabla \cdot (\mathbf{T}_c + \mathbf{T}_m) = \mathbf{F}, \quad (2.3)
\]

where \( \mathbf{v}_m = d\mathbf{u}_m/dt \) is the ECM velocity, \( \mathbf{J}_c \) is the cellular flux, \( \mathbf{T}_c \) is called “cell traction stress” and \( \mathbf{T}_m \) is the stress in the deformed ECM. Finally, \( \mathbf{F} \) is the force due to the interaction between the ECM and the Petri-dish. So, Eqs. (2.1) and (2.2) write as conservation equations for the cell and ECM density, while the last equation is a force balance equation for the whole system, the mixture of cells and Matrigel. The term \( \mathbf{T}_c \) accounts for the forces internal to the system due to the cell traction; \( \mathbf{T}_m \) accounts for the viscoelastic response of the ECM.

Actually, in [121] a growth term \( \Gamma_c = \gamma_c \rho_c \) was introduced in the r.h.s. of Eq. (2.1) to describe cell proliferation, but was then neglected in the stability analysis and in the simulation. Similarly, in [209] a decay term \( \Delta = -\delta_m \rho_c (1 - \rho_c) \rho_m \) was introduced in the r.h.s. of Eq. (2.2) to account for ECM cleavage by the ECs, that was assumed to play a role in the formation of lacunae.

On the basis of the experimental evidence mentioned in Section 1.1 showing the importance of chemical cues especially during the first phase of vascular development, [12, 74, 187] developed a mathematical model based on the following assumptions:

- ECs neither duplicate nor die during the process;
- ECs communicate via the release and absorption of molecules of a soluble growth factor, which acts as a chemoattractant and can reasonably be identified with VEGF-A;
- ECs show persistence in their motion;
- Cells are slowed down by friction due to the interaction with the fixed substratum;
- Closely packed cells mechanically respond to avoid overcrowding.

The resulting mathematical model for the density of cells, \( \rho_c \), their velocity, \( \mathbf{v}_c \), and the concentration of chemoattractant, \( c \), then writes as:

\[
\frac{\partial \rho_c}{\partial t} + \nabla \cdot (\rho_c \mathbf{v}_c) = 0, \quad (2.4)
\]

\[
\frac{\partial c}{\partial t} = D \nabla^2 c + \alpha \rho_c - \frac{c}{\tau}, \quad (2.5)
\]

\[
\rho_c \left( \frac{\partial \mathbf{v}_c}{\partial t} + \mathbf{v}_c \cdot \nabla \mathbf{v}_c \right) = \nabla \cdot \mathbf{T}_c + \mathbf{F}_{chem} + \mathbf{F}_{cm}. \quad (2.6)
\]

As above, Eq. (2.4) is a mass conservation equation corresponding to the above-explained assumption that cells do not undergo mitosis or apoptosis during the experimental phenomenon.
Equation (2.5) is a diffusion equation for the chemical factor which is produced at a rate $\alpha$ and degrades with a half life $\tau$. The diffusion coefficient can be estimated from available data of molecular radii [137, 218] using the Einstein-Stokes relation $D = k_B T/(6 \pi \eta r_H)$ where $k_B$ is Boltzmann’s constant, $T$ the temperature, $\eta$ the solvent viscosity, $r_H$ the hydrodynamic radius of the molecule [167]. In the case of VEGF-A, this gives $D \sim 10^{-7} \text{cm}^2 \text{s}^{-1}$. The half life of VEGF-A was instead measured in [187], using a radioactive tracer, giving the value $\tau = 64 \pm 7$ min.

Equation (2.6) assumes that cell motion can be obtained on the basis of a suitable force balance. Although the second term in the l.h.s. of the momentum equation reminds us of an inertial term, which is negligible in most biological phenomena, it should be understood instead as a term modelling cell persistence, i.e., the resistance of cells to change their velocity. As a consequence, the r.h.s. implements the reasons which may cause a change in cell directional motion. These include the fundamental chemotactic body force:

$$F_{\text{chem}} = \rho_c \beta(c) \nabla c,$$

where $\beta(c)$ measures the intensity of the cell response, which can include saturation effects, e.g.

$$\beta(c) = \frac{\beta}{1 + \gamma c}, \quad \text{or} \quad \beta(c) = \beta(1 - \gamma c),$$

where

$$f_+ = \begin{cases} f & \text{if } f > 0; \\ 0 & \text{otherwise;} \end{cases}$$

is the positive part of $f$. The linear dependence of the force on $\rho_c$ corresponds to the assumption that each cell experiences a similar chemotactic action, so that the momentum balance in integral form depends on the number of cells in the control volume and the related local equation on the local density. The drag force $F_{\text{cm}} = -\epsilon \rho_c \mathbf{v}_c$ was taken to be proportional to the velocity with respect to the substratum and proportional to the cell density for the same reasons as above. Possible generalization of the cell-ECM interaction force should include the mechanisms of integrin attachment and detachment as done in [168].

Finally, the partial stress tensor gives an indication of the response of the ensemble of cells to deformations. Several constitutive equations can be formulated, but unfortunately very little experimental data is available on the mechanical characteristics of cell populations in similar environmental conditions. It can be argued that because the cytosol is a watery solution containing a lot of long proteins contained in a viscoelastic membrane, the ensemble of cells might behave as a viscoelastic material. However, even if one wants to consider such an effect, the characteristic times of the viscoelastic behaviour are much smaller than those related to cell motion (minutes with respect to hours), so that viscoelasticity probably plays a secondary role in the process of vascular network formation. On the other hand, plasticity should probably be taken into account to describe the breaking of cell-to-cell adhesion bonds [13, 168].

In the absence of experimental evidence, the simplest constitutive equation possible,

$$T_c = -p(\rho_c) I,$$
was considered, corresponding to an elastic fluid. This assumption implies, for instance, that the ensemble of cells cannot sustain shear, which, of course, is not true.

Equation (2.6) then specializes to:

$$\frac{\partial \mathbf{v}_c}{\partial t} + \mathbf{v}_c \cdot \nabla \mathbf{v}_c = -\frac{1}{\rho_c} \nabla p(\rho_c) + \beta(c) \nabla c - \mathbf{v}_c. \quad (2.10)$$

The model (2.4, 2.5, 2.10) can be linked to classical models in particular cases. For instance, dropping both the pressure and the persistence terms in (2.10) corresponds to an immediate adjustment of the cells to the limit velocity and leads to classical chemotactic models (see, for instance, [90, 111, 156]), for which blow-up in finite time is possible under certain conditions. When preserving the pressure term, one has instead the model studied in [106], in which the blow-up of the solution is prevented under suitable conditions on the pressure term, e.g. convexity. Using a Chapman-Eskog expansion, Filbet et al. [62] deduced the above model (2.4–2.6) as a hydrodynamic limit of a kinetic velocity-jump process.

The main feature encoded in the model can be understood in the simplest way by neglecting pressure and assuming for a moment that diffusion is a faster process than pattern formation, so that the time derivative in the diffusion equation can be neglected in a first approximation.

Solving formally the quasi-stationary diffusion equation for $c$ and substituting it in the persistence equation, one can write (for $b = 0$):

$$\frac{\partial \mathbf{v}_c}{\partial t} + \mathbf{v}_c \cdot \nabla \mathbf{v}_c = a\beta \frac{\nabla}{D} \left[ \left( \frac{1}{\ell^2} - \nabla^2 \right)^{-1} \rho_c \right]. \quad (2.11)$$

The appearance in the dynamical equations of the characteristic length,

$$\ell := \sqrt{D\tau}, \quad (2.12)$$
suggests that the dynamics could favour patterns characterised by this length-scale. As a matter of fact, if we rewrite the right hand side of (2.11) in Fourier space as
\[ \frac{a\beta}{D} \frac{i\mathbf{k}}{k^2 + \ell^{-2}} \rho \mathbf{e}^{i\mathbf{k} \cdot \mathbf{r}}, \]
we observe that the operator \( i\mathbf{k}/(k^2 + \ell^{-2}) \) acts as a filter, which selects the Fourier components of \( \rho \) having wave numbers of order \( 1/\ell \) damp the components with higher and smaller wavenumbers. Experimental measurements of the parameters gives \( \ell \sim 100 \mu m \), which is in good agreement with experimental data.

It seems that the process of network formation is then initially driven by the following mechanism: density inhomogeneities are translated in a landscape of concentration of VEGF-A, where details with scale smaller than \( \ell \) fade away. The cellular matter moves by chemotaxis toward the ridges of the concentration landscape, enhancing even further the relevant scale, and eventually producing a network structure characterised by a length-scale of order \( \ell \). In this way, the model provides a direct link between the range of inter-cellular interactions and the dimensions of the structure, which is a physiologically relevant feature of real vascular networks. The results of a simulation are shown in Figure 2. As expected, changing the diffusion of the chemical factors leads to a change in the typical size of the network, in agreement with the observation that larger effective diffusivities lead to vascular networks with a larger mesh [177].

A detailed analysis on the dependence of the topological characteristics of the structure on the density of seeded cells is then performed in [74, 187]. In a remarkable agreement with the experimental outcomes, they find the percolative and Swiss-cheese transitions described in the previous section, with fractal dimensions consistent with the experimental measurements.

2.1 Exogenous control of vasculogenesis

The generalization of the model to the case of multiple species of chemical factors, characterized by different physical properties and biological actions (e.g., attraction and repulsion) was considered in [109]. The interest in this type of model is due to the possibility of driving for tissue engineering purposes the formation of vascular networks by the use of exogenous chemoattractants and chemorepellents that impregnate suitable gel structures to be disposed on the substratum where the ECs are subsequently plated.

Denoting respectively by \( c_a \) and \( c_r \) the concentrations of exogenous chemoattractant and chemorepellent the model in [109] can be written as
\[
\frac{\partial \rho_c}{\partial t} + \nabla \cdot (\rho_c \mathbf{v}_c) = 0, \tag{2.13}
\]
\[
\frac{\partial \mathbf{v}_c}{\partial t} + \mathbf{v}_c \cdot \nabla \mathbf{v}_c = - \frac{1}{\rho_c} \nabla p(\rho_c) + \beta(c)\nabla c + \beta_a(c_a)\nabla c_a - \beta_r(c_r)\nabla c_r - \epsilon \mathbf{v}_c, \tag{2.14}
\]
\[
D \nabla^2 c - \frac{c}{\tau} + \alpha \rho_c = 0, \tag{2.15}
\]
\[
D_a \nabla^2 c_a - \frac{c_a}{\tau_a} + s_a(t)H_a(x) = 0, \tag{2.16}
\]
\[
D_r \nabla^2 c_r - \frac{c_r}{\tau_r} + s_r(t)H_r(x) = 0, \tag{2.17}
\]
where the time derivatives of the concentrations were dropped because the diffusion characteristic times are much smaller than the one characterizing cell motion. The functions $H_a$ and $H_r$ define where the exogenous chemicals are physically placed while their release is determined by $s_a$ and $s_r$. For the sake of simplicity, it was assumed that they were constant, which is of course a simplification valid if the release time is much larger than the time of formation of the network, i.e., of the order of ten hours. Of course in some particular cases it may be possible to integrate analytically (2.16) and/or (2.17) so that the relative solution can be directly substituted in (2.14).

In the same way as before, the new diffusion equations (2.16) and (2.17) are characterised by two more natural lengths $\ell_a = \sqrt{D_a \tau_a}$ and $\ell_r = \sqrt{D_r \tau_r}$, related to the ranges of action of the exogenous chemoattractant and chemorepellent, respectively. Within these ranges, the effect of the exogenous chemical factors strongly influence the structure of the network. On the other hand, outside these ranges endogenous chemotaxis governs the formation of a more isotropic network. An example is shown in Figure 3, where a chemorepellent thin stripe is placed in the middle of the figure.

Generally speaking, it was found that the action of chemorepellents is more effective in driving the formation of vascular networks than that of chemoattractants. From the morphological point of view, chemoattractants induce in their range of actions the formation of capillaries which tend to run perpendicularly to their source, while chemorepellent induce the formation of capillaries which tend to run along their source, at a distance of the order of magnitude of their range of action, as shown in Figure 3.

### 2.2 Substratum interactions

From the phenomenological description in Section 2, it is clear that in a second phase of vascular network formation, the interaction with the substratum and its mechanical properties become important. This is a feature that can not be described by the continuous model proposed above. Indeed, Tosin et al. [208] extended the basic approach (2.4, 2.5, 2.10) by adding in the cell mechanical interactions with the substratum. They still assumed endogenous chemotaxis
only, though the generalization to exogenous chemical factors is straightforward. Though inertial effects can be certainly neglected, releasing the rigidity assumption requires adding a force balance equation for the substratum that can be written as

\[ \nabla \cdot T_m - F_{cm} + F_{ext} = 0, \]  

(2.18)

where in particular \( F_{ext} \) is the anchoring force to the Petri dish, that can be taken proportional to the displacement \( u_m \) of the substratum

\[ F_{ext} = -\frac{s}{h} u_m, \]  

(2.19)

where \( h \) is the substratum thickness.

The other interaction force \( F_{cm} \) due to cell-ECM interaction is the one present in the persistence equation (2.6) with the opposite sign as it is an internal force between the two constituents. However, in this case, the deformability of the substratum requires to take into account of the relative motion of the cells with respect to the ECM. In this respect, Tosin et al. [208] assumed that it includes both an elastic and a viscous contribution. During the ameboid motion the interaction force acting on the cells is of viscous type, which implies a weak interaction between the cells and the substratum, characterised by a quick removal of the bonds and formation of new bonds, with weak deformation of the substratum, modelled as

\[ F_{visc} = -\epsilon \rho_c (v_c - v_m), \]  

(2.20)

where \( v_m = du_m/dt \).

The elastic contribution takes into account the fact that after some time cells attach to the substratum forming stronger focal adhesion bonds. One can then assume that, if the cell anchors in \( u_m \) and then moves to \( u_c \), then the elastic force is proportional to \( u_m - u_c \). This change of behaviour characterises the transition between the phase dominated by chemotaxis and that dominated by mechanics. In other words, this force is absent in the initial ameboid motion and starts when the motion becomes of mesenchymal type, i.e. when cells start attaching to the adhesion molecules of the matrigel. In [208] it was assumed that there exists a characteristic time \( t_{th} \) needed to anchor to the adhesion sites on the substratum and characterising the transition between a purely ameboid phase and a mesenchymal phase, so that

\[ F_{elast} = -\kappa \rho_c (u_c - u_m) H(t - t_{th}), \]  

(2.21)

where \( \kappa \) is the anchoring rigidity and \( H \) is the Heaviside function

\[ H(\tau) = \begin{cases} 
1 & \text{if } \tau > 0; \\
0 & \text{otherwise.} 
\end{cases} \]  

(2.22)

Another interesting hypothesis can be that ameboid motion stops when cells come in contact, so that the strongly reduced velocity allows for a better link with the adhesion molecules of the substratum. This phenomenon could be included in the previous set-up by assuming that

\[ F_{elast} = -\kappa (\rho_c) \rho_c (u_c - u_m), \]  


where in particular $\kappa(\rho_c)$ vanishes below a given value $\rho_{th}$ of cell density, e.g., $\kappa(\rho_c) = \kappa H(\rho_c - \rho_{th})$. This mechanism is consistent with the one involving inter-cellular calcium dynamics described in Section 3.

The model presents a further modification consistent with the above-cited calcium-related dynamics. In fact, the release of endogenous VEGF is assumed to decrease as a consequence of cell-to-cell contact, in agreement with the activation of inhibiting calcium-related pathways described in Section 1.1 and modelled in Section 3. Specifically, it consists in the introduction of a density dependent production of VEGF:

$$\alpha(\rho_c) = \frac{\hat{\alpha} \rho_c}{1 + \eta \rho_c^2}.$$ 

In conclusion, considering that while the terms in (2.20, 2.21) must be found in the persistence equation with the opposite sign, the term in (2.19) must not because it does not act on the cellular constituent, the final model can be written as:

$$\frac{\partial \rho_c}{\partial t} + \nabla \cdot (\rho_c v_c) = 0,$$

(2.23)

$$\frac{\partial c}{\partial t} = D \nabla^2 c + \frac{\hat{\alpha} \rho_c}{1 + \eta \rho_c^2} - \frac{c}{\tau},$$

(2.24)

$$\frac{\partial v_c}{\partial t} + v_c \cdot \nabla v_c = -\frac{1}{\rho_c} \nabla p(\rho_c) + \beta(c) \nabla c - \epsilon(v_c - v_m) - \kappa(\rho_c)(u_c - u_m),$$

(2.25)

$$-\frac{E}{2(1 + \nu)} \nabla^2 u_m - \frac{E}{2(1 - \nu)} \nabla(\nabla \cdot u_m) + \epsilon(v_c - v_m) + \kappa(\rho_c)(u_c - u_m) = \frac{s}{h} u_m = 0.$$  

(2.26)

The effect of mechanical stretching obtained in the simulation is compatible with what is observed in vitro, namely pulling on the extracellular matrix, the cells deform the substratum. However, if the substratum is too rigid or if cell adhesion is too strong, then it is very hard for the cell to form a chord. In the limit of very stiff substrata, then the morphogenic process leads to the formation of lacunae rather than chords, as shown in Figure 4. The mechanical interactions seem also to play an important role in guaranteeing the stability of the network.

### 3 Cellular Potts Models of Vasculogenesis

Because of the spatial scales involved, cell-based models are particularly suited to catch and describe mechanisms and dynamics mainly occurring at the cell level. In addition, they are more flexible to insert the sub-cellular phenomena of interest, e.g., adhesion mechanisms and activation of protein pathways, into the basic units used to describe the simulated cell.

In this frameworkvasculogenesis has been widely studied using cellular Potts models (CPM), a lattice-based Monte Carlo technique which follows an energy minimization philosophy [76, 77, 78, 81, 124].

CPM domains dealing with vasculogenic assays use bi-dimensional lattices (i.e., regular numerical repeated graphs). Each grid site $x \in \Omega \subset \mathbb{R}^2$ is labelled
by an integer number, $\sigma(x)$. As typically adopted in CPM models, a neighbour of site $x$ is identified with $x'$ while its overall neighbourhood with $\Omega_x'$ (i.e., $\Omega_x' = \{x' \in \Omega : x'$ is a neighbour of $x\}$). Sub-domains of contiguous sites with identical spin $\sigma$ form discrete objects, characterized by an object type, $\tau(\sigma)$.

In classical CPMs of tubulogenesis, each object $\sigma$ represents an entire and undifferentiated cell, of type $\tau = C$. The experimental matrix substrate (e.g., Matrigel), on which the endothelial cell population resides, is commonly modelled as a generalized object $\sigma = 0$ of type $\tau = M$, assumed to be static, passive and homogeneously distributed throughout the simulation domain, forming no large-scale structures. Connections (links) between neighbouring lattice sites of unlike index $\sigma(x) \neq \sigma(x')$ finally represent cell membranes.

As in all CPMs applications, the EC culture gradually and iteratively evolves to reduce a pattern effective energy, given by a hamiltonian $H$. The functional $H$ contains a variable number of terms, consisting of cell attributes (e.g., volume, surface), true energies (e.g., cell-cell adhesions), and terms mimicking energies (e.g., response to external chemical stimuli). Its local gradient is indeed the “force” acting in any point of the simulation domain. The energy minimization core algorithm is a modified Metropolis method for Monte Carlo dynamics. It is able to implement the natural exploratory behaviour of biological individuals, via thermal membrane fluctuations and biased extensions and retractions of their membranes, with a preference for displacements which reduce the local effective energy of the configuration. To mimic cytoskeletonally-driven pseudopod extensions and retractions, a lattice site, $x_{source}$, is selected at random and assigns its state $(\sigma(x_{source}))$ to one of its unlike neighbours, $x_{target} \in \Omega_{x_{source}}'$, which has also been randomly selected. The hamiltonian of the system is computed before and after the proposed update, and the change is accepted with a Boltzmann probability function

$$P(\sigma(x_{source}) \rightarrow \sigma(x_{target})) = \begin{cases} e^{-\Delta H/T} & \Delta H > 0; \\ 1 & \Delta H \leq 0, \end{cases}$$

where $\Delta H = H_{after \ spin \ flip} - H_{before \ spin \ flip}$ is the net energy difference and $T$ is an effective Boltzmann temperature which in classic CPMs is constant for the
whole system, giving the idea of a generic and homogeneous “culture motility” [129, 130, 131, 132, 133, 183]. A total of \( n \) proposed updates, where \( n \) is the number of sites of domain \( \Omega \), constitutes a Monte Carlo Step (MCS), which is the basic iteration and the unit of time used in the model.

Entering into more detail, in the CPMs of vasculogenesis present in the literature, in [132], the authors use a hamiltonian functional formed by three terms, which control the shape of the ECs, their homotypic (i.e., cell-to-cell) and heterotypic (i.e., cell-ECM) adhesive interactions, and their chemotactic response:

\[
H = H_{\text{adhesion}} + H_{\text{shape}} + H_{\text{chemical}}.
\]  

\( H_{\text{adhesion}} \) phenomenologically implements the general extension of Steinberg’s differential adhesion hypothesis (DAH) [81, 191, 192]:

\[
H_{\text{adhesion}} = \sum_{x \in \Omega, x' \in \Omega'} J_{\sigma(x), \sigma(x')} (1 - \delta_{\sigma(x), \sigma(x')}),
\]

where \( x, x' \) represent two neighbouring lattice sites, \( \delta_{x,y} \) is the Kronecker delta, and the \( J's \) are cell-cell \( (J_{C,C}) \) or cell-matrix \( (J_{C,M}) \) binding energies per unit of area. In particular, they are assumed to be constant in time and homogeneous in space.

Instead, \( H_{\text{shape}} \) imposes on ECs a geometrical constraint. It is written in the following elastic-like form, which increases with the cells deviation from a designated target area \( A_{\sigma} \), under the hypothesis that cells do not grow or divide during patterning:

\[
H_{\text{shape}} = H_{\text{area}} = \lambda_C^{\text{area}} \sum_{\sigma} (a_{\sigma} - A_C)^2,
\]

where \( a_{\sigma} \) is the current area of cell \( \sigma \) and \( \lambda_C^{\text{area}} \) is an energy penalty (a Potts coefficient) representing its resistance to compression.

Finally, for the term \( H_{\text{chemical}} \), describing the biased walk of ECs up the gradient of VEGF, the authors [181] state that the velocity of the drift depends both on the gradient strength and on the absolute concentration of the chemical, so that the resulting effective-energy change at each copy attempt reads:

\[
\Delta H_{\text{chemical}} = -(1 - \delta_{\sigma(x(\text{source}), 0)}) \mu^{ch} \left[ \frac{c(x_{\text{target}})}{1 + s c(x_{\text{source}})} - \frac{c(x_{\text{source}})}{1 + s c(x_{\text{source}})} \right],
\]

where \( s \) regulates the saturation of the chemotactic response. The chemotaxis coefficient is \( \mu^{ch} = \mu^{ch}_{C,M} \gg 0 \) at cell-ECM interfaces and \( \mu^{ch} = \mu^{ch}_{C,C} = 0 \) at cell-cell interfaces, respectively. This ensures that chemotactic extensions occur only at cell-ECM interfaces, reflecting the VE-cadherins suppression of pseudopods (contact-inhibition of chemotaxis). Finally, the factor \( (1 - \delta_{\sigma(x(\text{source}), 0)}) \) is used to implement a pseudopod-extension-only chemotaxis, where only extending pseudopods at the cell-ECM interface respond to the chemoattractant.

Chemoattractant diffusion and degradation is described macroscopically, using a continuum approximation analogous to Eq. (2.5), used in the previously presented models [74, 187]:
\[ \frac{\partial c}{\partial t} = D \nabla^2 c + \alpha (1 - \delta_\sigma(x,0)) - \epsilon (\delta_\sigma(x,0)) c(x, t), \quad (3.6) \]

where \( \alpha \) is the secretion rate inside the cells, \( \epsilon \) the degradation rate in the ECM (i.e., due to proteolytic enzymes or by binding to ECM components), and \( D \) the diffusion constant in the ECM, which, although taken slower than that set for VEGF-A165 in [74] and therefore producing steeper gradients, is however sufficient to observe capillary formation.

Such a very interesting model shows that a single set of cell behaviours, i.e., contact-inhibited chemotaxis to an autocrine, secreted chemoattractant, can consistently reproduce the formation of a capillary network in good agreement with the relative \textit{in vitro} experiments, performed with cultures of mouse allantois. The simulations proposed also provide the fact that the pattern emerges over a wide range of cell-cell adhesions and that it is widely independent of cell shape. Moreover, the authors successfully apply the same model to reproduce capillary sprouting from an initially round island of ECs, suggesting common underlying driving mechanisms. In particular, their results show that, at too low cell motilities \( T \), no sprouting occurs if pseudopods responded to the chemoattractant only during extension, as it is necessary to implement an extension-retraction chemotaxis (i.e., by dropping the relative factor in Eq. (3.5)). In contrast, for higher motilities, vascular branching develops with both mechanisms, with a slower process in the case of extension-only chemotaxis. They also investigate how sprouting depends on the chemotactic strength \( \mu_{C,M} \); in particular, a critical value separating sprouting from non-sprouting clusters is found. Then, at intermediate values of the parameter, most vascular cords are two cells wide, while for high values the cords become longer and thinner (i.e., only one cell wide). For even higher chemotactic responses, the cells intercalate, moving to the peaks of the chemical gradient. Finally, in order to have a comparison with the model in [74], the authors perform simulations varying the diffusion length of the chemoattractant: in agreement with the continuous approach, they observed that longer diffusion lengths produce thicker cords with larger inter-cord spaces. At the extremes, the clusters do not sprout well when the VEGF diffusion length approaches the EC-cluster diameter, whereas they dissociate if the diffusion length is shorter than the diameter of single cells.

In [131], the same group starts from the experimental observation that endothelial cells dramatically change shape in a second phase of vasculogenesis after cell aggregation. In response to growth factors, intracellular-store-based calcium entry remodels in fact the actin cytoskeletons of ECs, changing their shape from rounded to elongated and bipolar [57] (see also the description in [159]). Such a cell-polarized shape is essential for blood-vessel development. In fact, it causes an anisotropic cell migration, which produces rapidly inter-cellular connections resulting in a fine network, and a sideways movement, which is fundamental for pattern coarsening and stabilization. Therefore, they add to the hamiltonian (3.2), an energetic constraint on cell-length:

\[ H_{\text{length}} = \lambda_{C}^{\text{length}} \sum_{\sigma} (l_{\sigma} - L_{\sigma})^2, \quad (3.7) \]

where \( l_{\sigma} \) is the length of cell along its longest axis, \( L_{\sigma} \) its target length and \( \lambda_{C}^{\text{length}} \) the relative Potts coefficient. In particular, the length of a cell is derived from the largest eigenvalue of their inertia tensor, with the assumption that it
is approximately an ellipse. However, since the length constraint may cause a cell to split into disconnected patches, the authors concomitantly introduce a connectivity constraint, which reflects the physical continuity and cohesion of the actual cell. The rest of this model is analogous with that previously presented, except for the fact that, in this case, the authors do not longer consider a saturation behaviour of the cell chemical response (i.e., they impose $s = 0$ in Eq. (3.5)) and implement a extension-reaction chemotaxis, without contact inhibition (i.e., $\mu^{ch} = \mu^{ch}_{C,M} = \mu^{ch}_{C,C} \gg 0$ in the same equation (3.5)). Interestingly, also with such slightly different assumptions, a standard vasculogenesis process is consistently reproduced, with a final structure resembling a capillary plexus, where cords of cells enclose lacunae homogeneous in dimensions. In this work, the authors also analyse the kinetics of the patterning, finding that the number of branch points and lacunae initially drops quickly, with non-exponential dynamics, then slowly stabilizes, resulting in the typical equilibrium size of the network. Some simulations then show that reducing the target cell length below a critical value (or dropping the length constraint at all) inhibits the formation of the network. Interestingly, by varying the number of simulated cells, these authors find both a percolative and a Swiss-cheese transition analogous to [74].

A more detailed CPM was developed in [105] to reproduce an in vivo vasculogenic process during embryonic development, where endothelial precursor cells of mesodermal origin, known as angioblasts, assemble into a characteristic network pattern. In particular, the authors assume that VEGF is not autocrinally produced by the angioblasts, but by the ECM. The EC precursors instead secrete non-diffusive matrix components, able to bind and immobilize the signalling agent in the cell close proximity. Indeed, the authors propose the following system of differential equations for the concentrations of free soluble ($c_f$) and bound ($c_b$) VEGF and for ECM molecules ($m$):

$$\begin{cases}
\frac{\partial c_f}{\partial t} = D \nabla^2 c_f + \gamma_f - \kappa c_f m - \eta c_f, \\
\frac{\partial c_b}{\partial t} = \kappa c_f m, \\
\frac{\partial m}{\partial t} = \gamma_m \delta_{\sigma(x),0} - \alpha c_fm;
\end{cases}$$

(3.8)

where $\gamma_f$ and $\eta$ are the constant rate of VEGF production and degradation, $\gamma_m$ is the production rate of ECM molecules by cells and the term $\kappa c_f m$ is a mass action with second order kinetics with effective kinetic rate $\kappa$.

The system hamiltonian used in such a model is the same as in Eq. (3.2) and takes into account geometrical constraints for angioblasts, homotypic and heterotypic interactions and of the chemical response, which distinguishes between chemotactic cues created by both bound and soluble VEGF:

$$\Delta H_{chemical} = -\mu^{ch}_B (w(x_{target}) - w(x_{source})) - \mu^{ch}_S (u(x_{target}) - u(x_{source})).$$

(3.9)

In particular, the ECM-bound VEGF is assumed to provide a stronger chemical signalling than its freely diffusive forms, as observed in [48, 177], by setting $\mu^{ch}_B > \mu^{ch}_S$.

As demonstrated by a morphometric analysis, this model is able to produce
polygonal cellular patterns that accurately resemble the in vivo early vascular bed in quail embryos, recorded by confocal microscopy. The simulated networks show high degree of similarity with respect to a broad spectrum of morphological descriptors, including lacunae number/sizes/shapes, network and interface lengths, cord widths, degree distribution and fractal properties. As observed by the authors themselves, fine-grained spatial cues for chemotactic cell migration can be generated without postulating unrealistically low VEGF diffusion rates [131, 132]. Furthermore, the stability of the network structures increases over time, instead of collapsing after a transient time, as in previous models [74, 131]. Another interesting feature of this work is that cell elongation does not need to be postulated a priori, as in [131], as the angioblasts polarize as a natural consequence of chemotaxis towards matrix-bound VEGF. Moreover, a set of simulations reveals two time-scales characterizing the pattern dynamics: in the early stages, a fully connected network forms, whereas, over longer timescales, it increases in the overall surface area, ensuring an efficient distribution of nutrients and waste removal.

All the CPMs above neglected the evolution of intracellular dynamics that underlie cell phenotypic behaviour. In [184] an extension of CPMs in this direction takes into account specific agonist-induced calcium-dependent pathways that are important to describe the final stabilization phase of the vasculogenic process. In this approach the modelling environment is characterized by a constant flux of information from finer to coarser levels, i.e., the kinetics of the molecular sub-cellular networks strongly determine cell mesoscopic properties and behaviour.

The model specifically referred to tumour-derived endothelial cells (TECs), instead of “normal” endothelial cells, with the relative parameters and protein cascades. Each cell is defined as a compartmentalized unit $\eta$, composed of two subregions which, in turn, are standard CPM objects $\sigma$: the cell nucleus, a central more or less round cluster of type $\tau = N$ and the surrounding cytosol, of type $\tau = C$. This is obviously a more realistic representation, which allows a more detailed reproduction of cell morphological changes during capillary formation. The TEC population as usual resides in a homogenous matrix, a generalized substrate $\sigma = 0$ of type $\tau = M$.

The hamiltonian of the system is set as

$$ H = H_{\text{adhesion}} + H_{\text{shape}} + H_{\text{chemotaxis}} + H_{\text{persistence}}. \quad (3.10) $$

$$ H_{\text{adhesion}} = H_{\text{adhesion}}^{\text{int}} + H_{\text{adhesion}}^{\text{ext}} $$ is similar to the one in Eq. (3.3), but is differentiated in the contributions due to either the generalized contact between subunits belonging to the same cell, or the effective adhesion between membranes of different cells:

$$ H_{\text{adhesion}} = \sum_{\mathbf{x} \in \Omega} \left[ J_{C,N}^{\text{int}} \delta_{\eta(\sigma(\mathbf{x})),\eta(\sigma(\mathbf{x}'))} (1 - \delta_{\eta(\sigma(\mathbf{x})),\eta(\sigma(\mathbf{x}'))}) + J_{C,C}^{\text{ext}} (1 - \delta_{\eta(\sigma(\mathbf{x})),\eta(\sigma(\mathbf{x}'))}) (1 - \delta_{\eta(\sigma(\mathbf{x})),\eta(\sigma(\mathbf{x}'))}) \right]. \quad (3.11) $$

Here $J_{C,N}^{\text{int}} \in \mathbb{R}^-$ is indeed a constant high tension which prevents the cells from fragmenting, whereas $J_{C,C}^{\text{ext}}$ represents the local adhesive strength between cells $\eta(\sigma(\mathbf{x}))$ and $\eta(\sigma(\mathbf{x}'))$, whose value will be discussed below.
The geometrical attributes of cell subunits is modelled by

\[ H_{\text{shape}} = H_{\text{area}} + H_{\text{perimeter}} \]

\[ = \sum_{\eta,\sigma} \left[ \lambda_{\text{area}} \left( a_{\eta,\sigma} - A_{\tau(\sigma)} \right)^2 + \lambda_{\text{per}} \left( p_{\eta,\sigma} - P_{\tau(\sigma)} \right)^2 \right] , \]

(3.12)

where \( a_{\eta,\sigma} \) and \( p_{\eta,\sigma} \) are the actual dimensions of the compartments and \( A_{\tau(\sigma)} \) and \( P_{\tau(\sigma)} \) their target values, which correspond to the typical measures of the nucleus and the cytosol of a TEC in a quiescent state. With respect to the standard formulation (3.4), the form of (3.12) allows finite energetic contributions, as well as a blow-up in the case of \( a_{\eta,\sigma} \rightarrow 0 \), which means that for instance an infinite energy is needed to shrink a cell to a point.

\( \lambda_{\text{area}} \) and \( \lambda_{\text{per}} \) are energy penalties referring to the mechanical moduli of the cell compartments: assuming that TECs do not grow during patterning \( \lambda_{\text{area}} \) is kept high for any \( \eta \) and for \( \sigma \) such that \( \tau(\sigma) = C, N \). Moreover, the rigidity of the nucleus is implemented by a high \( \lambda_{\text{per}} \) for any \( \eta \) and for \( \sigma \) such that \( \tau(\sigma) = N \). Finally, the elasticity of the cytosolic region, evaluated by \( \lambda_{\text{per}} \) for any \( \eta \) and for \( \sigma : \tau(\sigma) = C \), is enhanced by calcium ions, which facilitate cytoskeletal reorganization, as stated below in Eq. (3.16).

\( H_{\text{chemotaxis}} \) implements an extension-only chemotactic term similar to the one present in [132]:

\[ \Delta H_{\text{chemotaxis}} = \mu_{ch} \eta \left[ Q(x_{\text{target}}) - Q(x_{\text{source}}) \right] , \]

(3.13)

where, in particular, \( x_{\text{source}} \) is a cytosolic site of cell \( \eta \) and \( x_{\text{target}} \) is one of its neighbouring medium sites. The quantity

\[ Q(x, t) = \sum_{x' \in \Omega_{x}} c(x', t), \quad \text{where} \quad x \in \{x_{\text{source}}, x_{\text{target}}\} , \]

and \( x' \) is a medium first-nearest neighbour of \( x \), evaluates the local extracellular level of VEGF (denoted as usual in this review by \( c \), see Eq. (3.17)) sensed by the moving cell membrane site. \( \mu_{ch} \) is the local chemical response of cell \( \eta \), which is set null at cell-cell interfaces to describe a contact-inhibited chemotaxis.

Finally, \( H_{\text{persistence}} \) explicitly models the persistent motion characteristic of vascular cells:

\[ H_{\text{persistence}} = \sum_{\eta} \mu_{\eta}^{\text{pers}} \left| \mathbf{v}_\eta(t) - \mathbf{v}_\eta(t - \Delta t) \right|^2 , \]

(3.14)

where \( \mathbf{v}_\eta \) is the instantaneous velocity of the center of mass of cell \( \eta \), and \( \Delta t = 1 \) MCS. \( \mu_{\eta}^{\text{pers}} \) controls the cell persistence time and is

\[ \mu_{\eta}^{\text{pers}} = \mu_{\text{pers},0} \left( \frac{l_{\eta}}{L_0} - 1 \right) , \]

(3.15)

where \( l_{\eta}(t) \) is the current measure of the longer axis of cell \( \eta \) (measured as in [131]), and \( L_0 \) is the initial cell diameter. Relation (3.15) describes the fact that, after analogous chemical stimulations, elongated vascular cells have been seen to have a longer persistent movement than round cells [94].

To achieve a more realistic interface between the microscopic, intracellular level and the mesoscopic phenomenological cell scale, in a nested modelling
philosophy in [185] the cell biophysical properties vary as a function of the molecular state, and in particular of the calcium level $Ca$. Specifically,

$$
\begin{align*}
J_{\text{ext}}^{\text{ext}}(x, t) &= J_0 \exp \left( -j \tilde{C}a(x, t) \tilde{C}a(x', t) \right), \\
\mu_{\eta}^{\text{ch}} &= \mu_{\eta}^{\text{ch}} \tilde{C}a(x, t), \\
\lambda_{\eta, C}^{\text{per}} &= \lambda_{\eta, C}^{\text{per}} e^{-k \tilde{C}a_{\eta}(t)},
\end{align*}
$$

(3.16)

where

$$
\tilde{C}a(x, t) = \frac{1}{C_0} Ca(x, t) - 1, \quad \text{and} \quad \tilde{C}a_{\eta}(t) = \frac{1}{a_{\eta}(t) Ca_0} \sum_{x \in \eta} Ca(x, t) - 1.
$$

These relations mimic the biologically provided fact that the local concentration of calcium ions enhances both the local cadherins’ avidity, biologically either with quantitative changes in their expression or with the activation of the already exposed molecules, and the avidity of VEGF surface receptors, whose activity mediates the cell chemotactic force. Moreover, the overall intracellular level of the ion promote continuous and dramatic actin-myosin interactions, resulting in increments in cell elasticity, i.e., in quick changes of cell morphology. Also the motility coefficient $T$ in (3.1) is taken to be an increasing function of the normalized calcium level in the cell $\tilde{C}a_{\eta}(t)$.

The constitutive laws summarized in (3.16) represent a step forward with respect to the classical CPMs presented so far; in fact

- Each vascular cell-type features its distinct biophysical properties, which are inherited from its internal molecular state;
- The adhesiveness and the chemotactic strength are no longer homogeneous over the entire cell membrane, but vary locally, revealing the role of microscopic inhomogeneities;
- Cell mesoscopic characteristics are no longer constant over time, but constantly adapt during the process, as a consequence of continuous internal and external stimuli.

The agonist-induced intracellular pathways are approached with a system of reaction-diffusion equations, based on the following set of assumptions:

- VEGF is autocrinally released by TECs, and diffuses and degrades in a finite time throughout the extracellular environment;
- single molecules of morphogen are sequestered by the cells (via their surface tyrosine kinase receptors), and initiate a sequence of reactions culminating in the production of arachidonic acid (AA) and nitric oxide (NO) in the sub plasmamembrane regions [103, 136, 138, 206];
- within cell cytosol NO production is triggered also by AA itself;
- NO and AA open the relative and independent calcium channels in the cell plasmamembrane, leading to extracellular calcium entry [63, 64, 136, 138, 206, 219].
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calcium ions, which also enhance the intracellular production rate of both AA and NO [138], are reversibly buffered to proteins such as calmodulin or to mitochondria [26, 28, 104] and then extruded back from cell by plasmamembrane calcium ATPase and Ca$^{2+}$-Na$^+$ exchangers [80, 93, 213].

Indeed, the extracellular evolution of VEGF (always denoted by $c$) is controlled by:

$$\frac{\partial c}{\partial t} = D_c \nabla^2 c - \frac{c}{\tau} - B(c) + S,$$

where $S = S(x, t)$ describes the autocrine secretion of the growth factor from cells' membrane at a constant rate. VEGF binding and uptake by tumour-derived ECs defined by $B(c)$ is proportional to the local concentration of the ion and is limited to a maximum rate related to the number of membrane receptors.

For each cell $\eta$, the current local levels of AA and NO (i.e., at site $x$: $\tau(\sigma(x)) = C, N$) are defined, respectively, as $a(x, t)$ and $n(x, t)$, and are controlled by the following diffusion equations [142, 184, 185]:

$$\frac{\partial a}{\partial t} = D_a \nabla^2 a - \frac{a}{\tau_a} + \gamma_a R(B(c)) + \tilde{\gamma}_a C a,$$

$$\frac{\partial n}{\partial t} = D_n \nabla^2 n - \frac{n}{\tau_n} + \gamma_n R(B(c)) + \tilde{\gamma}_n \frac{C a}{s_n + Ca} \frac{a}{s_n + a},$$

The third terms in Eqs. (3.18) and (3.19) describe the production rate of AA and NO at the cells’ membrane, which are proportional to the quantity of
Figure 6: Dependence of the CPM model for TEC vasculogenesis on the density of seeded cells ($n = 50, 150, 200, 300, 400, 500$. Scale bar=50 µm).

Sequestrated VEGF molecules (i.e., $B$ is defined as in (3.17)). The last term in Eq. (3.18) implements the calcium-dependent feedback mechanism in AA bio-synthesis, while the analogous term in Eq. (3.19) accounts for the double regulation of NO production (both AA- and Ca-mediated).

For each cell $\eta$, the intracellular concentration of calcium, defined as $Ca(x, t)$, is controlled by the following reaction-diffusion equation:

$$
\begin{aligned}
\frac{\partial Ca}{\partial t} &= K_{buff} D_{ca} \nabla^2 Ca, \\
\mathbf{n} \cdot \nabla Ca &= k_{Ca}(Ca - \bar{Ca}) + \frac{k_{a}a}{q_{a} + a} + \frac{k_{n}n}{q_{n} + n},
\end{aligned}
$$

in $\eta$;

$$
\begin{aligned}
\mathbf{n} \cdot \nabla Ca &= k_{Ca}(Ca - \bar{Ca}) + \frac{k_{a}a}{q_{a} + a} + \frac{k_{n}n}{q_{n} + n},
\end{aligned}
$$

at the boundary of $\eta$, (3.20)

where the scaling factor $K_{buff} < 1$ models the activity of intracellular endogenous buffers, which decreases the intracellular diffusion of calcium.

As shown in Figure 5, the resulting model is able to describe a TEC tubulogenic assay, with a number of parameters which are under control and biologically significant. Indeed, it yields a close dependence of the topology of the structure on cell density, as that observed in [74, 131] for normal ECs (see Figure 6).

The activation/inactivation of calcium dynamics is evidenced in Figure 7. In particular, calcium related networks are up-regulated during the migration phase and switch off upon reaching confluence leading to a decrease in motility.

The connection between cell-based models with the sub-cellular chemical machinery allows to virtually test specific and biologically reasonable anti-angiogenic strategies, which produce an abnormal capillary-like bed. In particular, reviewing the results (see Fig. 8), the proposed model confirms the efficiency of current therapies, which focus on the abrogation of VEGF activity or with
The interference with calcium machinery, and can suggest novel and interesting cancer therapies, e.g., blocking the mechanisms of cytoskeletal remodelling and inter-cellular adhesion or inhibiting the chemotactic and persistent component of cell motion. All of the proposed solutions indeed emerge by opportune and biologically reasonable variations in model parameters or assumptions.

For sake of completeness, we mention the papers by Szabo et al. [201, 202], who instead used an individual cell-based model to describe vasculogenesis.

4 Angiogenesis

Though angiogenesis is a physiological process occurring, for instance, in wound healing, ovary and uterus vascularization during the female cycle, mammary gland vascularization during lactation, most of the literature on angiogenesis focuses on tumour-induced angiogenesis, one of the most dangerous pathological aspects. In fact, one of the crucial milestones in tumour development is the so-called angiogenic switch, i.e., the achieved ability of the tumour to trigger the formation of its own vascular network by the secretion of angiogenic factors.

As expected angiogenesis has many similarities with vasculogenesis, though the origin is very different. In fact, in this case the new vessels sprout from existing capillaries and post-capillary venules. Angiogenesis is regulated by precise genetic programmes and is strongly influenced by many chemical factors generally called tumour angiogenic factors (TAF) and the subsequent activation of even more related pathways. Some of the proteins involved are vascular endothelial growth factor (VEGF), transforming growth factor β (TGF-β), basic fibroblast growth factor (bFGF), hypoxic growth factor (HIF), platelet-derived growth factor (PDGF), metallo-proteinases (MMP), angiopoietin (Ang). In addition, there are several cell populations influencing the process, e.g., through inflammation and vessel maturation, like macrophages, pericytes, smooth muscle cells. All this makes the process very complex and the interested reader can find more information for instance in [15, 39, 43, 44, 123].

The first stage of angiogenesis is characterized by changes in the shape of ECs covering the walls of the blood vessel, by the loosening of the adhesive connection between cells, and by the reduction of vascular tonus. This in particular induces an increase in the vessel permeability which results as a first consequence in an
Figure 8: Potential anti-angiogenic therapies. Each line represents a possible strategy to inhibit the VEGF-induced tubulogenesis. The relative modified parameters are given in the second column. Third column gives an idea of the efficiency of the proposed solutions: +++ means a reduction larger than 66%, ++ in the range 50% – 66% and + in the range 33% – 50% in total tubule length with respect to the physiological value. The last column report the relative average values (mean over 10 simulations, error bars show standard deviation).
increase in the availability of nutrients and in the interstitial pressure.

The following step consists in the production of proteolytic enzymes (serine-proteins, iron-proteins) which degrade the basal lamina and the extracellular matrix surrounding the capillary facilitating the cellular movement. ECs acquire then the possibility to proliferate and to migrate chemotactically toward the place where it is necessary to create a new vascular network. In this phase it is possible to distinguish between tip cells leading the way through the ECM and stalk cells forming in the rear of the lumen of the new capillary. During growth, capillaries may branch or merge to form loops when two capillaries encounter, a process called anastomosis. From these branches and loops more sprouts may form. Indeed, the whole process may repeat several times forming a capillary network through which blood may circulate.

The stage of differentiation is characterized by the exit of ECs from the cellular cycle and by their capacity of surviving in sub-optimal conditions and of building themselves primitive capillary structures, not yet physiologically active. Finally, in the stage of maturation, the newborn vessel is completed by the formation of new perivascular ECM and by the arrival of pericytes and sometimes of flat muscle cells. During this phase a major role is played by angiopoietins (Ang-1, Ang-2) leading to the development of the simple endothelial tubes into more elaborate vascular tree composed of several cell types. In fact, they contribute to the maintenance of vessel integrity through the establishment of appropriate cell-cell and cell-matrix connections.

After the formation of the vascular network, a remodelling process starts influenced by the blood flow. This involves the loss of some physiologically useless capillaries, adaptation of the size of the lumen, and remodelling of the extracellular matrix.

Angiogenesis can also be simulated in vitro [16, 68] as clusters of ECs are able to migrate, to proliferate and to build structures which are similar to capillaries when cultivated in extracellular matrix gel.

For sake of completeness a further process leading to vessel formation is arteriogenesis, a process triggered by the occlusion of an artery. In order to overcome the problems of possible formation of ischemic tissues, the pre-existing arteriolar connections enlarge to become true collateral arteries. In this way, bypassing the site of occlusion, they have the ability to markedly grow and increase their lumen providing an enhanced perfusion to regions interested by the occlusion. It has to be remarked that the formation of collateral arteries is not simply a process of passive dilatation, but of active proliferation and remodelling. However, no model has devoted attention to this process.

5 Hybrid Models of Angiogenesis

The first angiogenesis model was proposed in [21] followed by many others (see, for instance, [40, 53, 91, 92, 96, 112, 113, 114, 115, 154, 163, 180, 190]). However, at variance with the vasculogenesis models discussed above, in these approaches the use of fully continuum approaches did not allow to capture the morphology of the capillary networks. An exception is the model by Travasso et al. [210]
that can be written as follows:

\[
\frac{\partial \rho_s}{\partial t} = K \nabla^2 (\rho_s^3 - \rho_s - \epsilon \nabla^2 \rho_s) + \gamma_s \min \{ c, c_{\text{max}} \} \rho_s, \quad (5.1)
\]

\[
\frac{\partial c}{\partial t} = \nabla \cdot (D \nabla c) - \delta_c c + \alpha(\omega), \quad (5.2)
\]

where \( \rho_s \) represents the density of stalk cells, \( c \) the angiogenic factors, \( K \) is the motility coefficient, \( \epsilon \) is the width of the capillary wall, \( \delta_c \) is the uptake coefficients from ECs and a random source of TAF \( \alpha(\omega) \) is placed in the system. Finally, the tip cells, not clearly connected with the rest of the system, move chemotactically with velocity:

\[
v = \beta \min \{ |\nabla c|, G_{\text{max}} \} \frac{\nabla c}{|\nabla c|}, \quad (5.3)
\]

where \( \beta \) is the chemotactic response of tip cells, and \( G_{\text{max}} \) is a saturation coefficient. The term in the laplacian in (5.2) destabilizes solutions with small \( \rho_s \), giving rise to a backward heat equation term that is however stabilized by the bilaplacian. This results in an aggregation-like mechanism, well known in phase field theory and sometimes denoted as spinoidal decomposition, that can be found in other tumour growth models (see, for instance, [47, 227]).

Actually, in (5.2) the growth term in the first equation and the reaction term in the second equation are put to zero when the density becomes negative, a situation that a proper numerical integration of the model should not allow. The final result is a branching structure aiming at the chemotactic source similar to vascular trees.

The breakthrough in modelling realistic vascular structures was represented by the idea proposed by Anderson and Chaplain [14] consisting essentially of the following: instead of using reinforced random walk methods to obtain a continuous model from a discrete one, let’s keep the discrete feature for the capillary sprout tip cells, following their random path toward the tumour, or even let’s go back to a discrete and stochastic version of a continuous model to catch the cell-scale structures (see also [15, 164, 165, 166, 188]). Focussing on the ECs at the sprout-tips, where in the absence of branching there is no proliferation, the basic model is written as:

\[
\frac{\partial \rho_c}{\partial t} + \nabla \cdot [(\beta(c) \nabla c + w_f \nabla f) \rho_c] = k_p \nabla^2 \rho_c, \quad (5.4)
\]

\[
\frac{\partial c}{\partial t} = -\delta_c n c, \quad (5.5)
\]

\[
\frac{\partial f}{\partial t} = \gamma n - \delta_f n f, \quad (5.6)
\]

where \( \rho_c \) is the density of ECs, \( f \) is the concentration of fibronectin, \( \delta_c \) is the uptake coefficients from ECs, \( \delta_f \) is the degradation of fibronectin and \( \gamma \) is the production rate of fibronectin by the cells.

Therefore, the TAF secreted by the tumour diffuses into the surrounding tissue and sets up the initial concentration gradient between the tumour and any pre-existing vasculature, which is responsible for the directionality in the formation of the new capillaries. Later on, endothelial cells uptake TAF. However, diffusion is neglected.
As mentioned above, the main idea consists in using the resulting coefficients of the five-point stencil of the standard central finite-difference scheme to generate the probabilities of movement of an individual cell in response to the chemoattractant gradients and to diffusion.

Working in 2D, if \( P_0 \) is related to the probability of the cell of being stationary and to the probability of cells of moving away from the node \( \{ i, j \} \) to one of its neighbours, \( P_1 \) is related to the probability of new cells coming from the node to the right, and similarly for the others, one can write

\[
\rho_{i,j,k}^{j+1} = P_0 \rho_{i,j,k} + P_1 \rho_{i,j+1,k} + P_2 \rho_{i,j-1,k} + P_3 \rho_{i,j,k+1} + P_4 \rho_{i,j,k-1},
\]

\[
c_{i,j,k}^{j+1} = (1 - \Delta t \delta \rho_{i,j,k}^j) c_{i,j,k}^j,
\]

\[
f_{i,j,k}^{j+1} = (1 - \Delta t \delta f_{i,j,k}^j) f_{i,j,k}^j - \Delta t \gamma \rho_{i,j,k}^j,
\]

where, for instance,

\[
P_0 = 1 - 4 \Delta t k_p \frac{\Delta t}{\Delta x^2} \left[ \frac{\beta_0 c_M}{c_M + c_{i,j,k}^j} \left( \rho_{i,j+1,k} - \rho_{i,j-1,k} \right)^2 + \left( \rho_{i,j,k+1} + \rho_{i,j,k-1} - 4 \rho_{i,j,k} \right)^2 \right] - \Delta t \frac{\beta_0 c_M}{\Delta x^2} \left( \rho_{i,j+1,k} + \rho_{i,j-1,k} + \rho_{i,j,k+1} + \rho_{i,j,k-1} - 4 \rho_{i,j,k} \right).
\]

In particular, if there is no chemical gradient, the situation is isotropic and the probabilities \( P_1, \ldots, P_4 \) of moving in any direction are equal. Even in this case, the extraction of a random number will decide whether the tip cell will stay still or will move to a particular neighbouring node rather than another. On the other hand, in presence of a chemical gradient the random walk becomes biased, because the cell has higher probabilities to move up the gradients of chemical factors.

In addition to that, the discretized set-up allows to include some phenomena that are difficult to describe using a model based on partial differential equations, e.g., capillary branching and anastomosis leading to the formation of capillary loops. In particular, they assumed that the density of endothelial cells necessary to allow capillary branching is inversely proportional to the distance from the tumour and proportional to the concentration of TAF. However, a minimal distance from the previous branching point is needed for a further ramification, and of course, there must be enough space in the discretized space to allow the formation of a new capillary. This assumption is consistent with the observation that the distance between successive branches along the capillaries decreases when the tumour is approached. This phenomenon is called brush border effect and is well described by the model and the simulation. In this
approach it is even easier to describe anastomosis. When during their motion a capillary tip meets another capillary, then they merge to form a loop. If two sprout tips meet, then only one of the original sprouts continues to grow.

This modelling approach, developed for tumour angiogenesis, has also been applied to wound healing [118, 198] and to retinal angiogenesis [19, 207, 220]. Other developments more directed to better numerical implementation and visualization can then be found in [116, 134, 197, 203, 204, 225], yielding very realistic vascular structures (see also the three-dimensional animation available at the web site www.maths.dundee.ac.uk/˜sanderso/3d/index.html).

In principle, the method would easily allow to include a dependence of the chemotactic sensitivity, of the proteolytic activity and after all of the probabilities of motion and branching from the activation of proper protein networks. However, to our knowledge the problem has not been addressed yet.

Capasso and Morale [42] instead modelled the branching mechanism as a stochastic marked counting process. The network of vessels is modelled as the union of the trajectories developed by tip cells, according to a system of Langevin-like stochastic differential equations.

The model in [21] was then used and modified to include blood flow in the capillary network and consequent vessel remodelling [126, 127, 193, 194, 230] and also pericyte recruitment [128] (see also the review [46]). In more detail, the capillary network is treated as a series of straight small tubes in which blood flows according to a fully developed Poiseuille flow. In this way in each capillary the flow $Q$ is related to the pressure drop $\Delta P$ between the extrema of the straight cylinder through the classical expression:

$$Q = \frac{\pi R^4 \Delta P}{8\mu_{\text{app}} L}, \quad (5.7)$$

where $R$ and $L$ are respectively the radius and the length of the capillary branch and $\mu_{\text{app}}$ is the apparent (or effective) blood viscosity. In fact, as well known, blood is a complex biphasic mixture of cells and plasma, certainly possessing viscoelastic characteristics. The relative effect of the cellular constituent depends on the width of the capillary in a very complex manner. Pries and Secomb [169] tried to overcome the problem by proposing the following experimental fit for the apparent or effective viscosity of blood:

$$\mu_{\text{app}}(R, H_D) = \mu_{\text{plasma}} [1 + (\mu_{0.45}(R) - 1)f(H_D)g(R)], \quad (5.8)$$

where $H_D$ discharge hematocrit (normally $H_D = 0.45$) and

$$f(H_D) = \frac{(1 - H_D)^n - 1}{(1 - 0.45)^n - 1}, \quad (5.9)$$

$$g(R) = \left(\frac{2R}{2R - 1.1}\right)^2, \quad (5.10)$$

$$\mu_{0.45} = 3.2 + 6e^{-0.17R} - 2.44e^{-0.06(2R)^0.0645}, \quad (5.11)$$

$$n = (0.8 + e^{-0.15R}) \left(\frac{1}{1 + 10^{-11}(2R)^{12}} - 1\right) + \frac{1}{1 + 10^{-11}(2R)^{12}}. \quad (5.12)$$

Kirchhoff’s law then holds at the capillary junctions to describe the mass distribution.
One of the main aims of the above developments is to use the outcome of the vascular network model to study drug perfusion. For instance, it was found that a rather irregular and highly connected network led to poor blood flow to the tumour and therefore poor drug delivery.

Referring again to the results by Pries and Secomb [170, 171, 172, 173, 174], the model for vessel adaptation and remodelling is the following:

\[
\frac{1}{R} \frac{dR}{dt} = \log(\tau_w(Q) + \tau_{ref}) - k_p \log(\tau_e(P)) + k_m \log \left( \frac{Q_{ref} Q_H D}{Q} + 1 \right) - k_s \tag{5.13}
\]

where the first term refers to the effect of wall shear stress:

\[
\tau_w = \frac{4\mu_{app}|Q|}{\pi R^3} \tag{5.14}
\]

and \(\tau_{ref}\) is a small constant included to avoid singularities at low shear rates; the second term refers to the effect of intravascular pressure measured in millimetres of mercury:

\[
\tau_e(P) = 100 - 86\exp \left[ -5000\log(\log \left(\frac{P}{5}\right))^{5.4} \right] \tag{5.15}
\]

the third term refers to the effect of metabolic hematocrit; and the last to the natural shrinking tendency of capillaries.

In [119, 231] the hybrid approach described above was then coupled with a tumour growth model previously deduced in Cristini et al. [51] then applied to tumour cell invasion [70] and to vascular growth of gliomas in particular [27].

The same purpose was pursued by Alarcon and co-workers [4, 5, 6, 7, 8, 33, 41, 157], who used a cellular automata model. The hybrid characteristic is maintained as nutrients and chemical factors, mainly VEGF, evolve according to diffusion equations, suitably discretized using a finite difference scheme. Sub-cellular models of the cell cycle govern cell proliferation and apoptosis through the activation of p53. The underlying vasculature permeating the tissue that presents some tumour cells developing in a vascularized tumour mass is a pre-existent network with an hexagonal structure. In more detail, vascular remodelling is considered in [7, 41] keeping the network structure, i.e., without new vessel sprouting from the original network, but adjusting the size of the capillaries with time according to the rules proposed by Pries and Secomb recalled in Eq. (5.13). Following the ideas in [79, 97, 98], in [7] the model is further developed to focus on vessel normalisation in view of the optimisation of drug delivery. In [157] the vessel network evolves via sprouting of tip cells with a probability that increases with the local VEGF concentration and anastomosis forming new capillary loops, and pruning in the case of vessel segments with low wall shear stress.

Perfahl et al. [162] extended the model of Owen et al. [123] to three spatial dimensions. Each lattice site can be occupied by several cells that can move according to a reinforced random walk. The ensemble of cells is superimposed onto a vascular network consisting of vessel segments connecting adjacent nodes on the lattice. As initial conditions they used an experimentally derived vascular network and tried to predict the outcome of the in vivo experiment. Nutrients and chemical factors perfuse in and out of the network. The vessel network evolves again via sprouting, anastomosis and pruning. An example of simulation is given in Figure 9.
Gevertz and Torquato [75] study angiogenesis and vascular growth of glioblastoma using a cellular automata model based on a Voronoi tessellation. Tumour cells are divided into proliferative cells, non-proliferative/hypoxic cells, and necrotic cells. The tissue is provided with a capillary network with a honeycomb structure as in [23, 222, 223, 224] discussed below. The network then evolves according to the production and diffusion of several proteins such as VEGF and angiopoietins, and according to the presence of the related receptors.

Another cellular automaton model not coupled with tumour growth was proposed in [125]. In this article, the authors focused more on the mechanisms underlying isotropic morphogenesis, including dichotomous and lateral branching, blind vessel ends, and closed loops due to anastomosis, lateral inhibition of an autocatalytic morphogen, as well as a genetic switch that differentiates tissue into substrate-depleting vessels.

In a similar way, still considering vessel remodelling, dilation, pruning, sprouting, and tip cell movement described by a reinforced random walk, Reiger and co-workers discretized the vascular network on a more dynamic cubic lattice [23] and then in an hexagonal lattice [222], then focusing on arterio-venous sytems [223] also including the dynamics occurring at the cell level involving vessel wall degradation or maturation [224].

Finally, a cellular Potts model like the one described in Section 3 is used in [24, 25] to describe angiogenesis in a 2D environment filled with fibers of ECM cleaved by the action of the tip cells. The evolution of chemical factors is again linked to proper reaction-diffusion equations.

Drasdo et al. in [59] embedded a tumour in a network of capillaries with a cubic symmetry. The ensemble of cells was described by his well-known individual cell-based model (see, for instance, [58]) while the capillary network was allowed to undergo angiogenesis.

For sake of completeness we also mention the articles by Astanin and co-workers [17, 18] and Bertuzzi and co-workers [29, 30, 31, 32], who used PDE
models to describe growth of tumour cords along pre-existing capillaries and capillary networks (see Figure 11) but without angiogenesis.

A different issue related to tumour-induced angiogenesis was studied by Addison-Smith et al. [3] who focused on the mechanisms of sprout formation. In fact, in the previous models, the initial point of the sprout on the existing capillary was either given a priori or determined stochastically. Instead Addison-Smith et al. [3] developed a simple mathematical model to determine the probable locations of the sprouts and the relative inter-distance.

6 Lymphangiogenesis

The lymphatic system plays a key role in the human body because it forms the main tissue-drainage system, thus helping to maintain tissue-fluid homeostasis [199]. Its primary function is to keep and control a pressure gradient from blood capillaries through the interstitium to the lymphatic vessels, to allow the clearance of extravasated fluids, tissue waste products, and plasma proteins, but it is also involved in fat metabolism and in graft rejection. It is also well-known that the lymphatic system is essential for immuno-surveillance in the body, since it provides one of the main routes for the immune cells. So it is not difficult to understand that a malfunctional lymphatic system may lead or contribute to many diseases, such as lymphedema, fat metabolism, immune diseases, psoriasis, Melkerson-Rosenthal-Meischaner syndrome, Kaposi sarcoma, lymphatic filariasis, Crohn’s disease, and chronic inflammation in general [9, 102, 160].

In addition, the lymphatic network plays a relevant role in cancer dynamics. On the one hand, cancer cells usually intravasate the lymph vessels to metastasize the cancer in the body, and there are also indications that tumour lymphangiogenesis is correlated with cancer metastasis (see, for instance,
Figure 11: Growth of a tumour cord in a vascular network. Colours indicate the concentration of oxygen. It is possible to notice how the increased metabolism of tumour cells leads to the formation of a hypoxic region away from the capillaries.

[1, 55, 120, 189, 200]). On the other hand, a malfunctioning lymphatic system leads to an increase in interstitial pressure leading to a swollen tissue and a difficulty in drug delivery [97, 98]. In addition, a reduction in the pressure gradient in the tissue between the blood and the lymphatic system leads to a much slower, mainly diffusive, movement of nutrients and thus to an increased accumulation of waste products in the tissue.

The term lymphangiogenesis is used to refer to the development of lymphatic vessel networks both de novo and from pre-existing networks. However, in spite of the evident importance, lymphangiogenesis is much less studied than angiogenesis and vasculogenesis, and the morphological, spatial, and temporal features of lymphangiogenesis are poorly understood. A recent review of in vitro and in vivo experimental models for investigating lymphangiogenesis can be found in Bruyère and Noël [35]. Previously, research was hindered by the lack of markers for the lymphatic vessels, but this has been remedied in the last couple of decades by the identification of specific molecular markers, such as Prox1 (transcription factor), podoplanin (transmembrane glycoprotein), LYVE-1 (lymphatic vessel hyaluronan receptor 1) and VEGFR-3 (vascular endothelial growth factor receptor-3) [52].

The formation of lymphatic networks is coordinated primarily by the growth factors VEGF-C and VEGF-D, mediated through the receptor VEGFR-3 [20]. VEGF-C, in particular, appears to be the most essential factor in promoting lymphangiogenesis by generating a chemotactic response from the lymphatic endothelial cells (LECs). This process differs from angiogenesis and vasculogenesis of blood endothelial cells, which is mainly induced by VEGF-A, and mediated through the receptor VEGFR-2; see [178, 205] for excellent illustrations of the molecular characteristics of blood and lymphatic endothelial cells, and [2, 101, 153] for further information on the molecular biology of lymphangiogenesis. Other influences on lymphatic network development come from the molecular interactions between the LECs and their local ECM biophysical and
molecular environment, which can affect migration, adhesion, proliferation, differentiation and organisation [100, 226].

Starting from the observation that one of the main roles of the lymphatic system is to maintain interstitial fluid balance and protein convection, Swartz and co-workers [34, 66, 87, 88, 152] have investigated the effects of interstitial flow on lymphangiogenesis. In [34], they observed in vivo that interstitial fluid channels formed in a collagen implant before LEC organization, and lymphatic capillary network organization was initiated primarily in the direction of lymph flow. Subsequently, they have shown in vitro that blood and LEC morphogenesis is triggered differentially by very low rates of interstitial flow [152], and by the synergistic combination of interstitial flow and proteolytic release of ECM-bound VEGF, [87]. In the latter case, they accounted for the synergy by proposing, and demonstrating with the support of an advection-diffusion model, that the flow generates a downstream bias in the distribution of VEGF and a shift in the maximum concentration, that the cell will follow like a carrot constantly held in front of the cell’s head (see also [66], where this phenomenon is described as the generation of “autologous morphogen gradients”). The work was then extended to explore the effects of ECM composition on the endothelial cell reorganisation [88] by manufacturing matrices with different proportions of fibrin and collagen. They found that organisation of blood and LECs preferred distinct matrix compositions, and that the structures produced were morphologically different.

Compared to angiogenesis and vasculogenesis, very little has been done also on modelling the formation and remodelling of lymphatic vessels. To explain the collagen pre-patterning caused by interstitial fluid flow before the migration of LECs to form networks observed in [34], Roose and Fowler [176] proposed a model developed in the framework of the theory of mixtures and using the theory of two phase rubber materials due to Flory and coworkers [67]. The model considers the interaction of the collagen gel with a solute, such as protons, which can remodel the gel. It consists of two coupled fourth order partial differential equations describing the evolution of the collagen volume fraction \( \phi \) and the solute concentration \( c \), that can be written as follows

\[
\frac{\partial \phi}{\partial t} = \nabla \cdot \left\{ \phi^2 (1 - \phi)^2 \left[ F \nabla \phi - \kappa \nabla (\nabla^2 \phi) + G \nabla c \right] \right\}, \quad (6.1)
\]

\[
\frac{\partial c}{\partial t} = \nabla \cdot \left\{ -c \phi^2 (1 - \phi)^2 \left[ F \nabla \phi - \kappa \nabla (\nabla^2 \phi) + G \nabla c \right] \right\}
+ \frac{1}{Pe} \nabla \cdot [D(\phi) \nabla c], \quad (6.2)
\]

where \( Pe \) is the Peclet number. Here \( F = f_{\phi \phi} - \epsilon f_{\phi c} \) and \( G = f_{\phi c} - \epsilon f_{cc} \), where the function \( f \) measures the influence of entropy, enthalpy and elastic energy on the organisation of the collagen gel, and is given by:

\[
f = (1 - \phi) \log(1 - \phi) + \chi \phi (1 - \phi) + \frac{1}{2N_x} \left( \phi_0 - \phi - \frac{1}{3} \phi \log \frac{\phi_0}{\phi} \right). \quad (6.3)
\]

As the sign of the terms \( F \) and \( G \) is not determined, there might be an anti-diffusive term in the equation for the volume fraction (6.2), though regularized by the bi-Laplacian, as in the angiogenesis model in [210]. They studied the linear stability of the homogeneous distribution, finding that patterning can be
observed above a critical level of solute concentration. The time-scales of the fastest growing modes are consistent with experimental findings.

To investigate lymphangiogenesis in tumours, Friedman and Lolas [72] (see also [161]) propose a continuum model consisting of 8 reaction-diffusion equations for the evolution of the density of LECs and tumour cells, and the concentrations of ECM, VEGF-C, urokinase secreted by LECs and by tumour cells, and plasmin activated by LECs and tumour cells. The LECs and tumour cells migrate due to diffusion, chemotaxis and haptotaxis, and their proliferation is modelled by logistic growth. The LECs also proliferate due to VEGF-C-induced mitosis. The ECM diffuses, is degraded proteolytically by the plasmin, and re-establishes itself logistically. The authors study the model analytically to prove existence and uniqueness of the solution.

Finally, whilst they neglect any effects of lymphangiogenesis, we mention the recent article by Wu et al. [229] in which they investigate the effect of interstitial fluid pressure/flow (IFP/IFF) and the lymphatic network on vascularized tumour growth. Elevated IFP inside the tumour can block the delivery of nutrients or drugs, and may also affect the gradients of biochemical signals around the tumour. This work extends the model for angiogenesis and vascularized tumour growth in [119, 126, 127, 193, 231] already discussed in Section 4, to include IFF and drainage through the lymphatic system. The IFF is modelled using a two-phase continuum model, where the phases are fluid and cells, with a source term representing the release of IFF from the vasculature, and a sink term representing the drainage of IFF into the lymphatic network, which also allows for tumour stress-induced collapse of lymphatic vessels. The lymphatic network is modelled by a continuous density field, $L$, and is degraded by a proteolytic enzyme. In agreement with experimental observations, the IFP is elevated inside the tumour, leading to large IFF directed towards the surrounding tissue. Their results also indicated that the root cause of the plateau in the IFP inside the tumour is elevated interstitial hydraulic conductivity combined with poor lymphatic drainage.

**Discussion**

Independently from the applications, the classes of models presented in this review, continuous, mechanics-based models, cell-based models, and hybrid models provide complementary descriptions of vascular network formation. Indeed, while all the proposed mathematical approaches have shown a relevant degree of accuracy in reproducing selected phases of the vasculogenic process, it is evident that there are experimental evidences that can be explained only with a specific model, and not with the others. For instance, the continuous models described in Section 2 successfully described the early stages of vasculogenesis, dominated by the chemotactic and persistent motion of endothelial cells. However, it could not describe the mechanical interactions with the substratum (see Section 2.2), which is important to model the second phase, when cells adhere more strongly on the substratum. A similar difficulty would be encountered by cellular automata model and by cellular Potts models, though, starting from an energetic description of the elasticity of the substratum, some effects could be included. Plastic effects related to attachment and detachment mechanisms might be more difficult, though they have the advantage of focusing more closely
on adhesion mechanics than continuous models. Individual cell-based models instead already include the interaction with the substratum, which however is usually rigid. Taking into account of its deformability should be possible.

Cell-based models in general allow a detailed description of the phenomenological behaviour of the single endothelial cells during the network formation and stabilization, of their morphological evolution and adhesion mechanics. Some dynamics, like vessel branching, anastomosis, pruning and vessel diameter remodelling are captured better by these types of models. Probably, some of them can also be described by cellular Potts models, but this has not been done yet.

An advantage of CPMs in their extended form is their ability to reproduce intracellular pathways, fundamental in determining the cell biophysical properties and behaviour. This is an essential feature, already included in some cellular automata, to link in a nested fashion the mesoscopic description of the behaviour of cells to their sub-cellular machineries. Subcellular protein cascades are activated or inactivated by chemical factors diffusing in the outer environment. The consequent hybrid characteristic is an essential ingredient of discrete, discretized or cell-based models, because chemical fields are more conveniently described by reaction-diffusion equations.

In conclusion, it is essential to perform a preliminary analysis of the mechanisms of vascular progression that need to be considered in order to have a realistic picture of the process of interest, before choosing the modelling technique most suitable to describe them.
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