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Since the paper [KM1] was released much progress has been made on the problem of bounding the analytic rank of automorphic forms on average. For example, in [KMV], a uniform bound for the square of the analytic rank of automorphic $L$-functions was obtained. This was used in getting a sharp numerical upper bound for average of the analytic rank. However, this improvement used only a slight variant of the methods of [KM1]. In fact, it is possible to pursue this idea further and it turns out that much more is true. Recall the notations from [KM1]: for $q$ a prime number, let $S_2(q)^*$ be the set of primitive forms of weight 2 and level $q$, normalized so that their first fourier coefficient is 1. For $f \in S_2(q)^*$, let $L(f, s)$ be the associated (normalized) $L$-function, and $r_f := \text{ord}_{s=1/2} L(f, s)$ be the analytic rank of $f$. We prove the following:

**Theorem 0.1** There exist absolute constants $A, B > 0$ such that, for all $q$ prime

$$\sum_{f \in S_2(q)^*} e^{Ar_f} \leq B|S_2(q)^*|,$$

**Remark** In fact it is possible to prove a bit more than this: namely one may replace $r_f$ by the number of zeros (counted with their multiplicity) in a small circle of radius $\sim 1/\log q$ centred at 1/2.

As a corollary we can look at the proportion of forms $f$ with analytic rank larger than a given $r$. This proportion decays exponentially with $r$:

**Corollary 0.2** There exist absolute constants $A, B > 0$ such that for all $r \geq 0$,

$$\frac{|\{ f \in S_2(q)^*, r_f \geq r \}|}{|S_2(q)^*|} \leq Be^{-Ar}$$

With more work, the above constants $A$ and $B$ could be computed explicitly and optimized (see for example [KM2] for the basic material necessary to do this). We may also remark that these results are very similar to the ones obtained by the first author and Fouvry concerning the distribution of the (arithmetic) rank in explicit families of twists of elliptic curves ([HB1, HB2, F]).

Surprisingly, Theorem 0.1 is based on a very general principle and one can also obtain similar exponential upper bounds for the analytic rank for a wide class of families of $L$-functions, including the most basic example of the Dirichlet character $L$-functions. By
refining slightly the work of Soundararajan [So], one can also treat the family of $L$-functions attached to quadratic characters. The general principle is that, as soon as one is able to control the mollified square of a family of $L$-functions, slightly to the right of the critical line, one obtains an exponential bound for the average of the analytic ranks.

As there is no real loss and no greater difficulty in axiomatizing this principle, we will do so, and deduce Theorem 0.1 as a special case.

Consider a finite probability space $(\Omega, \mu)$, where $\mu(\omega) > 0$ for every $\omega \in \Omega$. For each $\omega \in \Omega$, suppose given a function $h_\omega(s)$ which is holomorphic in the half plane $\Re(s) \geq 0$.

Moreover assume the following hypothesis on the variance of the function $h_\omega(s) - 1$:

**Hypothesis 0.3** For some $B, C > 0$, $M > 2$, we have the bound

$$\sum_{\omega \in \Omega} |h_\omega(\sigma + it) - 1|^2 \mu(\omega) \leq C(1 + |t|)^B M^{-\sigma}$$

uniformly for $\sigma \geq (2 \log M)^{-1}$.

Note that in view of this hypothesis and the fact that $\mu(\omega) > 0$, we have

$$h_\omega(s) = 1 + O_\omega((1 + |t|)^{B/2} M^{-\sigma/2})$$

for each $h_\omega$. Thus $h_\omega(s)$ is non-vanishing for sufficiently large $\sigma$. For any $\alpha \geq 0$ and $t_1 < t_2 \in \mathbb{R}$, we may therefore define $N(\omega, \alpha, t_1, t_2)$ to be the number of zeros $\rho$ of $h_\omega(s)$ such that

$$\Re(\rho) \geq \alpha, \ t_1 \leq \Im(\rho) \leq t_2.$$ 

Clearly $N(\omega, \alpha, t_1, t_2)$ is finite. Our general result gives an upper bound for the $2k$-th power of $N(\omega, \alpha, t_1, t_2)$ on average:

**Theorem 0.4** With the above notations, assume that Hypothesis 0.3 is satisfied. Then for all $k \geq 1$, for all $\alpha \geq (\log M)^{-1}$, and all $t_1 < t_2$, we have

$$\sum_{\omega \in \Omega} N(\omega, \alpha, t_1, t_2)^2 \mu(\omega) \ll C(k!)^2 \left(48 \frac{k}{\alpha \log M}\right)^{2k} (1+|t|+\frac{16k}{\log M})^B M^{-\alpha/2} (1+(t_2-t_1) \log M)$$

where we have set $|t| := \max(|t_1|, |t_2|)$. The constant involved in the Vinogradov symbol is absolute.

**Remark.** We have not tried to optimize the various explicit constants present in this bound, nor the exponent $1/2$ in $M^{-\alpha/2}$.

In the next section, we prove this general result. Then, in the following one, we explain how Theorem 0.1 can be deduced from it. The necessary Hypothesis 0.3 in our setting will be provided by Proposition 4 of [KM1].
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1 Proof of Theorem 0.4

Obviously, we may assume \( t_2 - t_1 = 1/\log M \). We start as in [KM1] by recalling the following lemma of Selberg [S]:

Lemma 1.1 (Selberg, [S, Lemma 14]). Let \( h \) be a function holomorphic in the region

\[
\{ s \in \mathbb{C} \mid \text{Re}(s) \geq \alpha', \ t_1' \leq \text{Im}(s) \leq t_2' \}
\]

and satisfying

\[
h(s) = 1 + o\left( \exp\left(-\frac{\pi}{t_2' - t_1'}\text{Re}(s)\right) \right)
\]

in this region, uniformly as \( \text{Re}(s) \to +\infty \). Denoting the zeros of \( f \) in the interior of the region by \( \rho = \beta + i\gamma \), we have

\[
2(t_2' - t_1') \sum \rho \sin\left(\frac{\pi - t_1'}{t_2' - t_1'}\right) \sinh\left(\frac{\pi \beta - \alpha'}{t_2' - t_1'}\right) = \int_{t_1'}^{t_2'} \sin\left(\frac{t - t_1'}{t_2' - t_1'}\right) \log |h(\alpha' + it)| dt
\]

\[
+ \int_{\alpha'/2}^{+\infty} \sinh\left(\frac{\pi \sigma - \alpha'/2}{t_2' - t_1'}\right) \left[ \log |h(\sigma + it_1')| + \log |h(\sigma + it_2')| \right] d\sigma
\]

(where the zeros are counted according to multiplicity).

We apply this lemma to each \( h_n(s) \). We take \( \alpha' = \alpha/2 \), and \( t_2' = t_2 + (\Delta - 1)/2 \log M \), \( t_1' = t_1 - (\Delta - 1)/2 \log M \), where \( \Delta = 16k \). Thus \( t_2' - t_1' = \Delta/\log M \). Note that \( \Delta > 2\pi \), so that the condition of Lemma 1.1 is satisfied, by (1). It therefore follows by positivity that

\[
\frac{\alpha \log M}{\Delta} (t_2' - t_1')N(\omega, \alpha, t_1, t_2) \leq 2(t_2' - t_1')N(\omega, \alpha, t_1, t_2) \sin(\frac{\pi(\Delta - 1)}{2\Delta}) \sinh(\frac{\pi \alpha \log M}{2\Delta})
\]

\[
\leq \int_{t_1'}^{t_2'} \sin\left(\frac{t - t_1'}{t_2' - t_1'}\right) \log |h(\alpha/2 + it)| dt
\]

\[
+ \int_{\alpha'/2}^{+\infty} \sinh\left(\frac{\pi \sigma - \alpha'/2}{t_2' - t_1'}\right) \left[ \log |h(\sigma + it_1')| + \log |h(\sigma + it_2')| \right] d\sigma.
\]

The reader should observe that the function \( \log |h(s)| \) might take large negative values. Since we wish to apply Hölder’s inequality, we first eliminate these large values by using the inequality \( \log(1 + |x|) \leq \log(1 + |x|) \). This yields

\[
\frac{\alpha \log M}{\Delta} (t_2' - t_1')N(\omega, \alpha, t_1, t_2) \leq \int_{t_1'}^{t_2'} \log(1 + |h(\alpha/2 + it) - 1|) dt
\]

\[
+ \int_{\alpha'/2}^{+\infty} \exp\left(\frac{\pi \sigma - \alpha'/2}{t_2' - t_1'}\right) \left[ \log(1 + |h(\sigma + it_1') - 1|) + \log(1 + |h(\sigma + it_2') - 1|) \right] d\sigma
\]

\[
:= I_0(\omega) + I_1(\omega) + I_2(\omega),
\]

say. Next we take the \( 2k \)-th power of this inequality, getting

\[
\left(\frac{\alpha \log M}{\Delta} (t_2' - t_1')N(\omega, \alpha, t_1, t_2)\right)^{2k} \leq 3^{2k-1} \left( I_0(\omega)^{2k} + I_1(\omega)^{2k} + I_2(\omega)^{2k} \right).
\]
We only treat \( I_1(\omega)^{2k} \), the other terms being similar. By Hölder’s inequality we have

\[
I_1(\omega)^{2k} \leq \left( \int_{\alpha/2}^{+\infty} \exp\left( -\pi \frac{2k}{2k-1} \frac{\sigma - \alpha/2}{t_2^2 - t_1^2} \right) d\sigma \right)^{2k-1} \\
\times \int_{\alpha/2}^{+\infty} \exp\left( 4k \pi \frac{\sigma - \alpha/2}{t_2^2 - t_1^2} \right) \log(1 + |h(\sigma + it_1') - 1|)^{2k} d\sigma.
\]

The first factor is bounded by \((t_2^2 - t_1^2)^{2k-1}\). For the second term we use the fact that

\[
\log(1 + |x|)^k \leq k! |x|
\]

which follows from the inequality \( y^{k} \leq k!(e^{y} - 1) \). This allows us to bound the second integral by

\[
(k!)^2 \int_{\alpha/2}^{+\infty} \exp\left( 4k \pi \frac{\sigma - \alpha/2}{t_2^2 - t_1^2} \right) |h(\sigma + it_1') - 1|^2 d\sigma.
\]

Since \(4\pi/16 < 1\) the above integral is convergent, by (1).

Next, averaging over \( \omega \) and using Hypothesis 0.3 (since \( \alpha/2 \geq (2 \log M)^{-1} \)), we obtain

\[
\sum_{\omega \in \Omega} I_1(\omega)^{2k} \mu(\omega) \leq (k!)^2 (t_2^2 - t_1^2)^{2k} \frac{C}{\Delta(1 - \pi/4)} (1 + |t| + \frac{16k}{\log M})^{\beta} M^{-\alpha/2}
\]

This finishes the bound for \( \sum_{\omega \in \Omega} I_1(\omega)^{2k} \mu(\omega) \). We may bound the terms involving \( I_0(\omega) \) and \( I_2(\omega) \) similarly, thereby completing the proof of Theorem 0.4.

## 2 Application to zeros of \( L \)-functions

Next we turn to the proof of Theorem 0.1, in which we combine the preceding result with the method of explicit formulæ of Riemann-Weil-Mestre [KM1]. Fix a smooth, even, non-negative test function \( \phi \), compactly supported in \([-1, 1]\), such that

\[
\text{Re}(\hat{\phi}(s)) \geq 0, \text{ for } |\text{Re}(s)| \leq 1,
\]

where

\[
\hat{\phi}(s) = \int_{\mathbb{R}} \phi(x) e^{sx} dx
\]

denotes the Laplace transform of \( \phi \). We shall assume that \( \phi \) is normalized so that \( \hat{\phi}(0) = 1 \).

Let \( \lambda > 1/1000 \) a parameter to be fixed later.

For \( f \in S_2(q)^* \) we have (see [KM1]) the upper bound

\[
\lambda r_f \leq \phi(0) \log q - 2 \sum_{p} \frac{\lambda_f(p)}{p^{1/2}} \phi\left( \frac{\log p}{\lambda} \right) \log p - 2 \lambda \sum_{\text{Re}(\rho - \frac{1}{2}) \geq \frac{1}{2}} \text{Re}\{\hat{\phi}(\lambda(\rho - \frac{1}{2}))\} + O_\phi(\lambda)
\]

\[
\leq \phi(0) \log q - 2S(f) - 2\lambda \Xi(f) + O_\phi(\lambda),
\]

(4)
say, where \( p \) runs over primes and \( \rho \) run over the zeros of \( L(f, s) \) of real part greater than \( \frac{1}{2} + \frac{1}{\lambda} \). We aim to show that there is an absolute constant \( C \) such that

\[
\sum_f r_f^{2k} \leq (Ck)^{2k} |S_2(q)^*| \quad (5)
\]

for every integer \( k \geq 1 \). Then if the constant \( A > 0 \) is chosen so that the series

\[
\sum_{k \geq 0} \frac{(ACk)^{2k}}{(2k)!} := B
\]

is convergent, we will have

\[
\sum_f \exp(Ar_f) \leq B|S_2(q)^*|
\]

as desired. By Stirling’s formula we see that any \( A < (eC)^{-1} \) is admissible.

We first make a trivial reduction. If one takes \( \lambda = 1 \) and chooses \( \phi \) appropriately in (4), one finds that

\[
r_f \leq 2 \log q
\]

for \( q \) large enough. Thus in order to prove (5) we may suppose that \( k \leq \log q \). We now take \( \lambda \) to be of the form \( \lambda = \theta \log q/k \), where \( \theta > 1/1000 \) is an absolute constant to be determined later. It now remains to obtain bounds for

\[
\sum_f S(f)^{2k} \text{ and } \sum_f \Xi(f)^{2k}.
\]

### 2.1 The bound for \( \sum_f S(f)^{2k} \)

In order to stay at an elementary level as much as possible, we will first consider the “harmonic” average, and prove the bound

\[
\sum_f \frac{1}{4\pi(f,f)} S(f)^{2k} \ll (C\lambda)^{2k} \quad (6)
\]

for some absolute \( C \) and any integer \( k \geq 1 \). Here \((*,*)\) is the Petersson inner product on the space of weight 2 forms for \( \Gamma_0(q) \). We may then reduce to the classical average by means of Cauchy-Schwarz

\[
\sum_f S(f)^{2k} \leq \left( \sum_f 4\pi(f,f) \right)^{1/2} \left( \sum_f \frac{1}{4\pi(f,f)} S(f)^{4k} \right)^{1/2} \ll (C\lambda)^{2k} |S_2(q)^*| \quad (7)
\]

using the bound

\[
\sum_f 4\pi(f,f) \ll |S_2(q)^*|,
\]

for which see [M], for example. The advantage of using harmonic averaging is that we can apply Petersson’s trace formula, which we state in the following simple form (see [KM1] for example).
Lemma 2.1 For $m \geq 1$ we have

$$
\sum_{f \in S_2(q)} \frac{1}{4\pi(f,f)} \lambda_f(m) = \delta_{m,1} + O(m^{1/2}q^{-3/2}).
$$

(8)

Expanding $S(f)^{2k}$, we see that all we need is to bound a linear combination of terms of the form

$$
\sum_{p_1} \sum_{p_2} \cdots \sum_{p_j} \frac{1}{4\pi(f,f)} \prod_{i=1}^{j} \left( \frac{\lambda_f(p_i) \log p_i \phi(\log p_i / \lambda)}{p_i^{1/2}} \right)^{\alpha_i}.
$$

Here the $p_i$ run over distinct primes, and $\alpha_1, \alpha_2, \ldots, \alpha_j$ are fixed positive integers such that $\alpha_1 + \ldots + \alpha_j = 2k$. In order to apply (8) we need to rewrite $\lambda_f(p)^a$ in the form

$$
\lambda_f(p)^a = a_{0,\alpha} + a_{1,\alpha} \lambda_f(p) + \ldots + a_{\alpha,\alpha} \lambda_f(p^\alpha),
$$

which may be done using the identity

$$(2 \cos \theta)^a = a_{0,\alpha} + a_{1,\alpha} 2 \cos \theta + \ldots + a_{\alpha,\alpha} 2 \cos \theta.$$

Note in particular that the coefficients $a_{i,\alpha}$ are non-negative and that $a_{0,\alpha} = 0$ if $\alpha$ is odd. Expanding the various $\lambda_f(p_i)^{\alpha_i}$ and applying (8), we see that we get a diagonal contribution (coming from the $\delta_{m,1}$ term in (8)) if and only if all the $\alpha_i$ are even. This contribution is given by

$$
\sum_{p_1} \sum_{p_2} \cdots \sum_{p_j} \prod_{i=1}^{j} \left( \frac{\log p_i \phi(\log p_i / \lambda)}{p_i^{1/2}} \right)^{\alpha_i}.
$$

We may now recombine the various sums, to show that the diagonal contribution to the main sum $\sum_f \frac{1}{4\pi(f,f)} S(f)^{2k}$ is bounded by

$$
2^{2k} \left( \sum_{p \leq e^{\lambda}} \frac{\phi(\log p / \lambda)^2 \log^2 p}{p} \right)^k \leq (C\lambda)^{2k},
$$

for some constant $C$ depending only on our choice of $\phi$.

Similarly the total contribution coming from the error term in Petersson’s formula is found to be

$$
\ll q^{-3/2} \left( \sum_{p \leq e^{\lambda}} \phi(\log p / \lambda) \log p \right)^{2k} \ll C^{2k} e^{2k\lambda} q^{-3/2} \ll C^{2k} q^{2\theta - 3/2}.
$$

Hence, as long as $\theta < 3/4$, we may conclude that

$$
\sum_f \frac{1}{4\pi(f,f)} S(f)^{2k} \ll (C\lambda)^{2k},
$$

for some absolute constant $C$. This completes the proof of (6).

**Remark** It is also possible to prove (6) directly by means of the trace formula for Hecke operators.
2.2 The bound for $\sum f \Xi(f)^{2k}$

We begin by noting that repeated integration by parts produces an estimate

$$\hat{\phi}(s) \ll_l \frac{1}{(1 + |\text{Im}(s)|)^l} e^{\text{Re}(s)}$$

for any integer $l \geq 1$. If we split the strip \(\{1/\lambda \leq \text{Re}(\rho - \frac{1}{2}) \leq 1\}\) into rectangles of width $1/\lambda$, of the form

\[\{1/\lambda \leq \text{Re}(\rho - \frac{1}{2}) \leq 1, \frac{m}{\lambda} \leq \text{Im}(s) < \frac{m + 1}{\lambda}\},\]

and observe that

$$e^{\lambda(\beta - 1/2)} \ll \lambda \int_{1/2}^{\beta - 1/2} e^{\lambda \alpha} d\alpha,$$

we find that

$$\Xi(f) \ll_l \lambda \sum_{m \geq 0} \frac{1}{(1 + m)^l} I_m,$$

where

$$I_m = \int_{1/2}^{1/2} n(f, \alpha, \frac{m}{\lambda}, \frac{m + 1}{\lambda}) e^{\lambda \alpha} d\alpha.$$

Here we define $n(f, \alpha, t_1, t_2)$ to be the number of zeros of $L(f, \frac{1}{2} + s)$ in the region

\(\{\text{Re}(s) \geq \alpha, t_1 \leq \text{Im}(s) \leq t_2\}\).

We apply Hölder’s inequality to $I_m$, whence

$$I_m^{2k} \leq \left(\int_{1/2}^{1/2} e^{-\lambda \alpha} d\alpha\right)^{2k - 1} \left(\int_{1/2}^{1/2} n(f, \alpha, \frac{m}{\lambda}, \frac{m + 1}{\lambda})^{2k} e^{(4k - 1)\lambda \alpha} d\alpha\right) \leq \lambda^{1 - 2k} J(f, m, k),$$

where

$$J(f, m, k) = \int_{1/2}^{1/2} n(f, \alpha, \frac{m}{\lambda}, \frac{m + 1}{\lambda})^{2k} e^{4k \lambda \alpha} d\alpha.$$

Thus

$$\Xi(f)^{2k} \leq C_l^k \lambda \left(\sum_{m \geq 0} \frac{1}{(1 + m)^{2k}}\right)^{2k - 1} \sum_{m \geq 0} \frac{1}{(1 + m)^{2kl - (4k - 2)}} J(f, m, k),$$

for some $C_l$ depending only on $l$.

We are now ready to apply Theorem 0.4. We shall take our space $\Omega$ to be the set $S_2(q)^*$, equipped with the uniform probability measure ($\mu(f) = 1/|S_2(q)^*|$). The function $h_f(s)$ will have the form $h_f(s) = L(f, \frac{1}{2} + s) M(f, \frac{1}{2} + s)$ where $M(f, s)$ is a suitable ‘mollifier’. Such functions were constructed in [KM1], so that Hypothesis 0.3 is satisfied for $M = q^{1/5}$ (say) and for some absolute constants $B, C$ (Proposition 4.). We observe that $n(f, \alpha, t_1, t_2) \leq N(f, \alpha, t_1, t_2)$, in the notation of Theorem 0.4. Thus, on recalling that

$$k^{-1} \log q \ll \lambda \ll k^{-1} \log q,$$
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and that $M = q^{1/3}$, we deduce that

$$|S_2(q)^*|^{-1} \sum_f J(f, m, k) \ll C^k(k!)^2(1 + m)^B \int_{1/2}^{1} q^{-\alpha/10} e^{4k\lambda\alpha} d\alpha,$$

for some constant $C$. We may now choose $l = B + 2$, say, and $\lambda = (40k)^{-1} \log q$, to obtain

$$\sum_f J(f, m, k) \ll C^k(k!)^2 \lambda^{-1}|S_2(q)^*|$$

for some absolute constant $C$. It then follows that

$$\sum_f \Xi(f)^{2k} \ll C^k(k!)^2|S_2(q)^*|,$$

(9)

with a new constant $C$. Finally, combining (7), (9) and (4), we obtain (5).
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