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Abstract

In this paper we devise a method of numerically estimating the expected first passage times of stochastic processes. We use Monte Carlo path simulations with Milstein discretisation scheme to approximate the solutions of scalar stochastic differential equations. To further reduce the variance of the estimated expected stopping time and improve computational efficiency, we use the multi-level Monte Carlo algorithm, recently developed by Giles (2008a), and other variance-reduction techniques. Our numerical results show significant improvements over conventional Monte Carlo techniques.
1 Introduction

In this work, we are interested in developing efficient numerical methods for estimating expected first passage times of stochastic processes. The first passage time, also known as the first hitting time or the first exit time, is the first time that a given stochastic process reaches a certain level, the barrier. First hitting times have many applications in finance, the theory of investment decisions, and engineering.

Analytic, closed-form expressions for the expected first passage times are known only for some very basic cases, such as arithmetic and geometric Brownian motion with a static barrier (we derive these formulas in section 2). The aim of this work is to develop an efficient and accurate numerical method for estimating expected first passage times for the case of a general continuous stochastic process, driven by the stochastic differential equation (SDE)

\[ dX_0 = a(X_t, t)dt + b(X_t, t)dW_t. \]  

(1)

The first passage time of the process \( X_t \) with barrier \( B \) is defined as

\[ \tau = \inf \{ u \mid X_u = B \}. \]  

(2)

We use the theory developed in section 2 to check the accuracy of our algorithms in the simple cases.

There are two basic methods of approximating functions of solutions of SDEs: the finite difference method and the Monte Carlo algorithm. Although finite differences produce very accurate results in simple cases, they are very computationally expensive for higher-dimensional problems. On the other hand, although less accurate, Monte Carlo algorithms are relatively simple to implement and extend to more complex cases, and allow for an efficient parallelization of the algorithm using multiple CPUs or GPUs.

However, naïve implementations of Monte Carlo simulation turn out to be rather inefficient for estimating expected first passage times. The simplest scheme for approximating the paths of a process driven by (1) is the Euler-Maruyama method, the stochastic extension of the Euler method for approximating solutions to ordinary differential equations. Under certain conditions on the coefficients of (1), the Euler-Maruyama method has a first order weak convergence for payoffs of European options, which is reduced to a half order weak convergence for some cases of path-dependent payoffs, such as the first stopping times (Higham et al., 2011). To improve the order of weak convergence, we use Brownian interpolation to calculate the probability of hitting the barrier (Glasserman, 2004), and utilize the multilevel Monte
Carlo algorithm, first developed by Giles (2008a). Furthermore, as the first passage times depend heavily on the actual path taken by the process, the other important metric is the order of strong convergence, which is one half for the Euler-Maruyama method. Therefore, in contrast to the approach taken by Higham et al. (2011) in their adaptation of the multilevel Monte Carlo method, we use the Milstein scheme to discretely approximate the simulated paths, thus achieving an order one strong convergence.

Expected stopping times have uses in physics (Jia and Li, 1996; Gitterman, 2000; Bedingham, 2008), real options analysis (Dias, Appendix A), and investing (Trabelsi, 2007). Furthermore, our algorithm is extensible to a wide variety of other related problems. It could be used to estimate the expected value of functions of $\tau$, such as the expected discount factor $E[e^{-r\tau}]$, which can be useful in pricing parisian options (Gauthier, 2002), barrier options with rebates, and American digital options. The algorithm is also easily adaptable to other models, such as SDEs driven by jump-diffusions (Atiya and Metwally, 2005) and models with time-dependent barriers (Lo et al., 2009).

The rest of this work is organized as follows. In section 2 we derive some theoretical properties of the Brownian bridge process and of the first passage times for arithmetic and geometric Brownian motion. In section 3 we briefly describe the standard Monte Carlo algorithm and its asymptotic computational complexity. In section 4 we present the multilevel Monte Carlo algorithm and explain how it achieves a better computational efficiency than standard Monte Carlo. We also describe in detail the algorithms used in approximating the (expected) first passage time of a simulated path. In section 5 we compare the numerical results of different algorithms. Section 6 concludes.

## 2 First passage time

In this section, we look at some theoretical properties of Brownian motion. First, we state the distribution of the first passage time of the drifted Brownian motion, and derive the distributions for the arithmetic Brownian motion and for the geometric Brownian motion. Then, we find the distribution of the minimum of the Brownian bridge, that is, a (drifted) Brownian motion conditioned on the value at the end point of the interval.

We begin with a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $W_t$ be a standard $\mathbb{P}$-Brownian motion and let $W_t^\alpha = \alpha t + W_t$ denote a drifted Brownian motion with drift $\alpha$. Without
loss of generality we will only consider its running minimum $M_t^\alpha$:

$$M_t^\alpha = \min_{0 \leq u \leq t} W_u^\alpha = \min_{0 \leq u \leq t} \{\alpha u + W_u\}$$

Using the change of measure, Girsanov theorem and the Reflection principle of the Brownian motion, we can get the joint distribution of $(M_t^\alpha, W_t^\alpha)$, which we can then use to derive both the unconditional distribution of the minimum, and the conditional distribution of minimum $M_t^\alpha$ given $W_t^\alpha$.

The distribution function of the minimum of the drifted Brownian motion is

$$\mathbb{P}[M_t^\alpha \leq m] = \Phi\left(\frac{m - \alpha t}{\sqrt{t}}\right) + e^{2\alpha m} \Phi\left(\frac{m + \alpha t}{\sqrt{t}}\right),$$

where $\Phi(x)$ is the cumulative distribution function of the standard normal distribution. Let $\tau_B^\alpha = \inf \{u \mid W_u^\alpha \leq B\}$ be the first time that the drifted Brownian motion $W_t^\alpha$ touches the barrier $B < 0$, i.e. the first passage time (the process never hitting the barrier corresponds to infimum of an empty set, which is $\infty$). The distributions of the first passage time and the minimum are strongly connected; indeed, the event $\{\tau_B^\alpha > t\}$ is the same as the event $\{M_t^\alpha > B\}$. We can thus write down the distribution of $\tau_B^\alpha$:

$$\mathbb{P}[\tau_B^\alpha \leq t] = \mathbb{P}[M_t^\alpha \leq B]$$

$$= \Phi\left(\frac{B - \alpha t}{\sqrt{t}}\right) + e^{2B\alpha} \Phi\left(\frac{B + \alpha t}{\sqrt{t}}\right).$$

If $\alpha > 0$ and the process is drifting away from the barrier, we can see that when $t \to \infty$, the probability of $W_t^\alpha$ hitting the barrier is $\mathbb{P}[\tau_B^\alpha < \infty] = e^{2B\alpha} < 1$, which means that there is a nonzero probability that the process never reaches the barrier and therefore the expected fist passage time is $\infty$. Similarly, if $\alpha = 0$, the distribution of the first passage time is the Lévy distribution with location parameter $\gamma = 0$ and scale $\sigma = B^2$, which is continuous, but nonetheless has infinite expectation.

Finally, if $\alpha < 0$ and the process drifts towards the barrier, the first passage time $\tau_B^\alpha$ is distributed according to the inverse Gaussian distribution with mean $\mu = \frac{B}{\alpha}$ and shape parameter $\lambda = B^2$.

$$\tau_B^\alpha \sim IG\left(\frac{B}{\alpha}, B^2\right).$$

Let us now consider the case of an arithmetic Brownian motion following the SDE $dX_t = adt + bdW_t$ with the initial value $X_0$. Let $Y_t = \min_{0 \leq u \leq t} X_t$ denote its running
minimum and \( \tau = \inf \{ u \mid X_u \leq B \} \) the first passage time for the barrier \( B \). Assume, as above, that \( \alpha < 0 \) and that \( B - X_0 < 0 \). We see that the solution to the SDE is

\[
X_t = X_0 + at + bW_t = X_0 + b \left( \frac{a}{b} t + W_t \right) = X_0 + bW_t^\# \]

and that we can write

\[
Y_t = \min_{0 \leq u \leq t} X_u = \min_{0 \leq u \leq t} \left\{ X_0 + bW_u^\# \right\} = X_0 + bM_t^\# .
\]

Using these equations, we can express \( \tau \) in terms of the first passage time of the drifted Brownian motion:

\[
P[\tau \leq t] = P[Y_t \leq B] = P[X_0 + bM_t^\# \leq B] = P[M_t^\# \leq \frac{B - X_0}{b}] = P[\frac{B - X_0}{b} \leq \tau].
\]

We see that the first passage time again has the inverse Gaussian distribution, \( \tau \sim IG \left( \frac{B - X_0}{\alpha}, \frac{(B - X_0)^2}{b^2} \right) \), and that \( \mathbb{E}[\tau] = \frac{B - X_0}{\alpha} \). The expected value does not depend on the diffusion coefficient of \( (X_t) \), and can be thought of as the distance to be traveled \( B - X_0 \) divided by the average speed \( a \). Indeed, when \( b \to 0 \) and the stochastic part of the process \( (X_t) \) disappears, \( \tau \) is no longer random, and must be equal to \( \frac{B - X_0}{a} \).

Consider now the case of geometric Brownian motion, which is a solution to the SDE

\[
dS_t = \mu S_t dt + \sigma S_t dW_t
\]

with the initial value \( S_0 \). We are interested in the expected first passage time \( \rho = \inf \{ u \mid S_u \leq L \} \) for the barrier \( L \). The solution to the above SDE is

\[
S_t = S_0 \exp \left( \sigma W_t + \left( \mu - \frac{1}{2} \sigma^2 \right) t \right) = \exp \left( \log S_t + \left( \mu - \frac{1}{2} \sigma^2 \right) t + \sigma W_t \right).
\]

Substituting \( S_t = e^{X_t} \) into \( \rho \), we get

\[
\rho = \inf \{ u \mid S_u \leq L \} = \inf \{ u \mid e^{X_u} \leq L \} = \inf \{ u \mid X_u \leq \log L \}.
\]

We can therefore see that this case is equivalent to the case with arithmetic Brownian motion \( (X_t) \) with parameters \( X_0 = \log S_0 \), \( \alpha = \mu - \frac{1}{2} \sigma^2 \), \( b = \sigma \), and barrier \( B = \log L \). If the conditions \( B - X_0 < 0 \iff L < S_0 \) and \( a < 0 \iff \mu < \frac{1}{2} \sigma^2 \) are satisfied, the first passage time \( \rho \) is distributed as

\[
\rho \sim IG \left( \frac{\log L - \log S_0}{\mu - \frac{1}{2} \sigma^2}, \frac{(\log L - \log S_0)^2}{\sigma^2} \right). \tag{4}
\]
We return now back to the case of drifted Brownian motion. Using the joint distribution of \((M_\alpha^t, W_\alpha^t)\) and the marginal distribution of \(W_\alpha^t\), we can find the conditional probability distribution of \(M_\alpha^t\) given \(W_\alpha^t\):

\[
P[M_\alpha^t = m \mid W_\alpha^t = w] = e^{2mw - m^2} = \exp\left(-\frac{(w - 2m)^2}{2t} + \frac{w^2}{2t}\right)
\]

This is the distribution of the minimum of a Brownian bridge on the interval \([0, t]\) with endpoint values \(W_\alpha^0 = 0\) and \(W_\alpha^t = w\). We can see that the distribution is independent of the drift coefficient \(\alpha\); knowing the end values also determines the expected drift of the process between those end values.

If we know the probability function \(F(z)\) of a continuous random variable \(Z\), we can use a uniformly distributed random variable to generate variables distributed as \(Z\). Define the generalized inverse \(F^{-1}\) as follows:

\[
F^{-1}(u) = \inf\{z \mid F(z) = u\}, \quad 0 \leq u \leq 1
\]

If \(U \sim U([0, 1])\) is random variable uniformly distributed on the interval \([0, 1]\), then \(F^{-1}(U) \overset{d}{=} Z\), where \(\overset{d}{=}\) denotes equality in distribution (Devroye, 1986, Theorem 2.1).

We will use this in our Monte Carlo simulation to generate the minimum value of a Brownian bridge. Conditioning \(M_\alpha^t\) on \(W_\alpha^t = w\), we have

\[
M_\alpha^t \overset{d}{=} \frac{1}{2} \left(w - \sqrt{w^2 - 2\Delta t \log U}\right).
\]

Finally, let us return to the arithmetic Brownian motion \((X_t)\). Since the process \((X_t)\) has stationary and independent increments, we can write

\[
X_t \overset{d}{=} X_s + bW_{\Delta t}^\alpha,
\]

where \(\Delta t = t - s\). Then the minimum \(Y_{s,t}\) of the process \((X_t)\) on the interval \([s, t]\) is distributed as

\[
\mathbb{P}[Y_{s,t} \leq y \mid X_s, X_t] = \mathbb{P}\left[X_s + bM_{\Delta t}^\alpha \leq y \mid X_s + bW_{\Delta t}^\alpha = X_t\right]
\]

\[
= \mathbb{P}\left[M_{\Delta t}^\alpha \leq \frac{-y - X_s}{b} \mid W_{\Delta t}^\alpha = \frac{X_t - X_s}{b}\right]
\]

\[
= \exp\left(-\frac{2(X_s - y)(X_t - y)}{b^2 \Delta t}\right).
\]

If \(U \sim U([0, 1])\), then we can generate \(Y_{s,t}\) as follows:

\[
Y_{s,t} \overset{d}{=} X_s + bM_{\Delta t}^\alpha
\]

\[
\overset{d}{=} X_s + \frac{1}{2} b \left(\frac{X_t - X_s}{b} - \sqrt{\left(\frac{X_t - X_s}{b}\right)^2 - 2\Delta t \log U}\right)
\]

\[
= \frac{1}{2} \left(X_t + X_s - \sqrt{(X_t - X_s)^2 - 2b^2 \Delta t \log U}\right) + X_s (5)
\]
We will use this formula in section 4.2.

3 Monte Carlo

In this section, we present a brief overview of the Monte Carlo technique of estimating quantities using randomness. We begin by explaining basic terms and defining notation. We then introduce the concepts weak and strong convergence and describe the Euler-Mayurama and Milstein discretisation schemes. In the end, we focus on accuracy and computational complexity.

Monte Carlo is a method of numerically estimating some quantity which can be represented as the expected value \( \mathbb{E}[Y] \), where \( Y = f(X) \) is a functional of a random variable \( X \) with an infinite sample space. The most basic estimate of \( \mathbb{E}[Y] \) is

\[
\hat{Y} = \frac{1}{N} \sum_{i=1}^{N} \hat{f}(\hat{X}^{(i)}),
\]

where \( \hat{X}^{(i)} \) is a random outcome of a simulation that discretely approximates \( X \), \( \hat{f} \) is a discrete approximation to \( f \), and \( N \) is the number of independent simulations of \( X \). Then, it is trivial to see that \( \mathbb{E}[\hat{Y}] = \mathbb{E}[\hat{f}(\hat{X})] \).

We measure the error of a single run of Monte Carlo with \( e = \hat{Y} - \mathbb{E}[f(X)] \), which is the difference between the estimate we got and the estimate we have wanted. The accuracy of a particular algorithm can be measured by the expected absolute error, or more often by the root mean square error \( \sqrt{\mathbb{E}[e^2]} \). Our goal in the design of Monte Carlo algorithms is to estimate \( Y \) with accuracy \( \varepsilon \) as efficiently as possible, that is, to minimize the computational complexity required to achieve the root mean square error of \( \varepsilon \).

We can express the mean square error as

\[
\mathbb{E}[e^2] = \mathbb{E}\left[ \left( \hat{Y} - \mathbb{E}[f(X)] \right)^2 \right] = \mathbb{E}\left[ \left( \hat{Y} - \mathbb{E}[\hat{Y}] + \mathbb{E}[\hat{Y}] - \mathbb{E}[f(X)] \right)^2 \right]
= \mathbb{E}\left[ \left( \hat{Y} - \mathbb{E}[\hat{Y}] \right)^2 \right] + \left( \mathbb{E}[\hat{f}(\hat{X})] - \mathbb{E}[f(X)] \right)^2
\]

The first term in this expression is the variance of the estimator

\[
\text{Var}[\hat{Y}] = \frac{1}{N^2} \text{Var}\left[ \sum_{i=1}^{N} \hat{f}(\hat{X}) \right] = \frac{1}{N} \text{Var}[\hat{f}(\hat{X})]
\]

and is proportional to \( \frac{1}{N} \), and the second term is the square of the bias of the approximation \( \hat{f}(\hat{X}) \).
In our applications, the random quantity $X$ is a stochastic process $(X_t)$ that is driven by the SDE (1). Even a single realization, or path, of the process $(X_t)$ is infinite-dimensional and thus cannot be accurately represented in a computer. That is why we use small positive timesteps $h = \Delta t$ to approximate the infinitesimal timesteps $dt$, and limit our simulation to a finite interval $[0, T]$. We will use $\hat{X}_i$ as an approximation of $X_{t_i}$, where $t_i = i\Delta t, i = 0, \ldots, K$. We see that $K = \frac{T}{h}$ is the number of timesteps in the interval $[0, T]$. We generate the simulated path starting with $\hat{X}_0 = X_0$ and at each timestep $i$ calculate the value of the process at the next timestep, $\hat{X}_{i+1}$, using the increments of the underlying stochastic process $\Delta W_i$.

Ideally, we want the discretisation error $\hat{f}(\hat{X}) - f(X)$ to go to 0 as $h \to 0$ and $K \to \infty$, i.e. that the approximation converges. There are two ways of defining the convergence of the approximated path. The first is the notion of strong convergence, which means that the absolute distance between the paths $X$ and $\hat{X}$ goes to zero as $h \to 0$. We say that the order of strong convergence is $m$ if

$$E \left[ \sup_{0 \leq t \leq K} \left| \hat{X}_i - X_{t_i} \right| \right] = O(h^m).$$

The other measure of convergence is weak convergence, which refers to the convergence of the difference between the expected estimated value and the expected actual value. The order of weak convergence is $m$ if

$$\left| E \left[ \hat{f}(\hat{X}) - f(X) \right] \right| = O(h^m).$$

There are multiple ways of calculating the values $\hat{X}_i$, and different methods offer different tradeoffs. The most basic one is the Euler-Maruyama scheme, a stochastic generalization of the Euler method for numerically approximating ordinary differential equations:

$$\hat{X}_{i+1} = \hat{X}_i + a_i h + b_i \Delta W_i,$$

where $a_i = a(\hat{X}_i, t_i)$ and $b_i = b(\hat{X}_i, t_i)$ are the coefficients of the SDE and $\Delta W_i = W_{i+1} - W_i \sim N(0, \sqrt{\Delta t})$ is the increment of the simulated Brownian motion. Under certain assumptions about the coefficients $a(X, t)$ and $b(X, t)$, the Euler-Maruyama method has strong convergence of order $\frac{1}{2}$ and weak convergence of order 1 for smooth functions $f$ of the final value $X_t$ (Kloeden and Platen, 1992). Another popular discretisation scheme is the Milstein scheme:

$$\hat{X}_{i+1} = \hat{X}_i + a_i h + b_i \Delta W_i + \frac{1}{2} b_i \frac{\partial b}{\partial X}(X_i, t_i) \left( \Delta W_i^2 - h \right).$$
The Milstein scheme requires the calculation of another term, which involves the partial derivative of $b$ with respect to $X$, but in return provides order 1 weak convergence and an improved $O(h)$ strong convergence (Kloeden and Platen, 1992).

Returning to the mean square error (6), we see that the second term, the square of the bias of the estimator, is related to the weak convergence of the discretisation method used. As the variance of the estimator is proportional to $\frac{1}{N}$ and, assuming order 1 weak convergence, square of bias is proportional to $h^2$, we see that mean square error is

$$
\mathbb{E} \left[ e^2 \right] = O \left( \frac{1}{N} \right) + O \left( h^2 \right).
$$

To ensure that the root mean square error is proportional to $\varepsilon$, we must have $\mathbb{E} [e^2] = O(\varepsilon^2)$ and therefore $\frac{1}{N} = O(\varepsilon^2)$ and $h^2 = O(\varepsilon^2)$, which means that $N = O(\varepsilon^{-2})$ and $h = O(\varepsilon)$. On the other hand, the computational cost of the algorithm is proportional to the multiple of $N$, the number of simulated sample paths, and $K = \frac{T}{h}$, the number of timesteps in each sample path. Therefore, the cost is $C = O(NK) = O(Nh^{-1}) = O(\varepsilon^{-3})$. That means that the computational complexity, required to achieve a given accuracy $\varepsilon$ using the Monte Carlo algorithm, is proportional to $\varepsilon^{-3}$.

## 4 Multi-level Monte Carlo

In this section, we present the multilevel Monte Carlo algorithm and explain the improvements in performance that it offers. We then describe the precise multilevel Monte Carlo algorithm followed by our program. Last, we list 3 different estimators that are used in our numerical calculations, and show how performance can be improved even further.

The multilevel Monte Carlo method was first developed by Giles (2008a) and includes estimating the same value on different levels $l$, using a different timestep $h_l$ for each level. Each next level has $M$ times more timesteps than the previous one, where $M = 2$ or $M = 4$, so $h_l = M^{-l}T$. As in the standard Monte Carlo, we are again estimating $\mathbb{E}[Y] = \mathbb{E}[f(X)]$ using the estimate $\hat{Y}$, which in the multilevel Monte Carlo algorithm is the sum of estimates for different levels:

$$
\hat{Y} = \sum_{l=0}^{L} \hat{Y}_l,
$$

where

$$
\hat{Y}_0 = \frac{1}{N_0} \sum_{i=1}^{N_0} \hat{P}_{0}^{(i)}
$$
and

\[ \hat{Y}_l = \frac{1}{N_l} \sum_{i=1}^{N_l} \left( \hat{P}_l^{(i)} - \hat{P}_{l-1}^{(i)} \right). \]

Here, \( \hat{P}_l \) denotes the approximation \( \hat{f}(\hat{X}) \) of the value \( f(X) \) for a single sample path, simulated using \( N_l \) timesteps of size \( h_l \). As indicated by the subscripts \( (i) \), the approximations \( \hat{P}_l \) and \( \hat{P}_{l-1} \) are computed from the same sample path, using the same Brownian increments. This will later aid us in reducing the variance of the estimator \( \hat{Y} \). Also note that we are simulating \( N_l \) paths on each level, and each sample path is simulated using \( T_l \) timesteps, so the overall computational cost is proportional to \( \sum_{l=0}^{L} N_l h_l^{-1} \).

We can quickly see that

\[ \mathbb{E}[\hat{P}_L] = \mathbb{E}[\hat{P}_0] + \sum_{l=1}^{L} \mathbb{E} \left[ \hat{P}_l - \hat{P}_{l-1} \right] \]

and that for \( l = 1, \ldots, L \)

\[ \mathbb{E}[\hat{Y}_l] = \frac{1}{N_l} \sum_{i=1}^{N_l} \mathbb{E} \left[ \hat{P}_l - \hat{P}_{l-1} \right] = \mathbb{E} \left[ \hat{P}_l - \hat{P}_{l-1} \right], \]

therefore

\[ \mathbb{E}[\hat{Y}] = \sum_{l=0}^{L} \mathbb{E}[\hat{Y}_l] = \mathbb{E}[\hat{P}_0] + \sum_{l=1}^{L} \mathbb{E} \left[ \hat{P}_l - \hat{P}_{l-1} \right] = \mathbb{E}[\hat{P}_L]. \]

Therefore, although we are using different levels with different discretisation errors to estimate \( \mathbb{E}[f(X)] \), the final accuracy depends on the accuracy of the finest level \( L \).

Again, to minimize the computational costs necessary for a given accuracy \( \varepsilon \), we analyze and minimize the mean square error of \( \hat{Y} \).

\[ \mathbb{E}[\varepsilon^2] = \mathbb{E} \left[ (\hat{Y} - \mathbb{E}[f(X)])^2 \right] = \mathbb{E} \left[ (\hat{Y} - \mathbb{E}[\hat{Y}])^2 \right] + \left( \mathbb{E}[\hat{P}_L] - \mathbb{E}[f(X)] \right)^2 \tag{7} \]

The first term is the variance:

\[ \text{Var}[\hat{Y}] = \sum_{l=0}^{L} \text{Var}[\hat{Y}_l] = \sum_{l=0}^{L} \frac{1}{N_l} V_l, \]

where \( V_l = \text{Var} [\hat{P}_l - \hat{P}_{l-1}] \). To minimize the variance of \( \hat{Y} \) for a fixed computational cost \( C = \sum_{l=0}^{L} N_l h_l^{-1} \), we can treat \( N_l \) as continuous variables and use the Lagrange function to find the minimum:

\[ \mathcal{L} = \sum_{l=0}^{L} \frac{1}{N_l} V_l + \lambda \left( \sum_{l=0}^{L} N_l h_l^{-1} - C \right) \]
The first order conditions are

\[ \frac{\partial L}{\partial N_l} = -\frac{1}{N_l^2} V_l + \lambda h_l^{-1} = 0, \]

therefore

\[ N_l = \lambda^{-\frac{1}{2}} \sqrt{h_l V_l}. \] (8)

Assuming order \( \frac{1}{2} \) strong convergence and that the function \( f \) is Lipschitz, the variance \( \text{Var} \left[ \hat{P}_l - \hat{P}_{l-1} \right] = O(h_l) \) (Giles, 2008a), so the optimal \( N_l \) is proportional to \( h_l \). If we set \( N_l = O(\varepsilon^{-2} L h_l) \), then the overall variance is proportional to \( \varepsilon^2 \):

\[ \text{Var}[\hat{Y}] = \sum_{l=0}^{L} \frac{V_l}{N_l} = \sum_{l=0}^{L} O(\varepsilon^2 L^{-1} h_l^{-1}) O(h_l) = \sum_{l=0}^{L} \frac{O(\varepsilon^2)}{L} = O(\varepsilon^2). \]

The second term of (7) is the square of the bias due to weak error. Assuming \( O(h_l) \) weak convergence for an individual level \( l \), we can see that the bias of the overall method is \( O(h_L) = O(M^{-L}) \). To achieve the desired accuracy, we want the bias to be proportional to \( \varepsilon \), so we set

\[ L = -\log_M \varepsilon = \frac{\log \varepsilon^{-1}}{\log M} = O(\log \varepsilon^{-1}). \]

Summarizing the above estimates about the asymptotic behavior of the multilevel Monte Carlo algorithm, we can see that the overall computational complexity is proportional to

\[ \sum_{l=0}^{L} N_l h_l^{-1} = \sum_{l=0}^{L} O(\varepsilon^{-2} L h_l) h_l^{-1} = O(\varepsilon^{-2} L^2) = O(\varepsilon^{-2}(\log \varepsilon)^2). \]

It is easy to see that \( \varepsilon^{-1} \gg (\log \varepsilon)^2 \) as \( \varepsilon \to 0 \). We can therefore see that the multilevel Monte Carlo method has a significantly better asymptotic computational complexity required to achieve a given accuracy level than the standard Monte Carlo method.

The above analysis can be summarized with the following theorem.

**Theorem 4.0.1 (Complexity theorem) (Giles, 2008a, Theorem 3.1)**

Let \( P \) denote a functional of the solution of stochastic differential equation (1) for a given Brownian path \( W_t \), and let \( \hat{P}_l \) denote the corresponding approximation using a numerical discretization with timestep \( h_l = M^{-l} T \).

If there exist independent estimators \( \hat{Y}_l \) based on \( N_l \) Monte Carlo samples, and positive constants \( \alpha \geq \frac{1}{2}, \beta, c_1, c_2, c_3 \) such that
i) $\mathbb{E}[\hat{P}_l - P] \leq c_1 h_l^\alpha$

ii) $\mathbb{E}[\hat{Y}_l] = \begin{cases} 
\mathbb{E}[\hat{P}_0], & l = 0 \\
\mathbb{E}[\hat{P}_l - \hat{P}_{l-1}], & l > 0
\end{cases}$

iii) $\text{Var}[\hat{Y}_l] \leq c_2 N_l^{-1} h_l^\beta$

iv) $C_l$, the computational complexity of $\hat{Y}_l$, is bounded by

$C_l \leq c_3 N_l h_l^{-1}$,

then there exists a positive constant $c_4$ such that for any $\varepsilon < e^{-1}$ there are values $L$ and $N_l$ for which the multilevel estimator

$\hat{Y} = \sum_{l=0}^L \hat{Y}_l$

had a mean-square-error with bound

$MSE := \mathbb{E} \left[ (\hat{Y} - \mathbb{E}[P])^2 \right] < \varepsilon^2$

with a computational complexity $C$ with bound

$C \leq \begin{cases} 
c_4 \varepsilon^{-2}, & \beta > 1 \\
c_4 \varepsilon^{-2} \log \varepsilon, & \beta = 1 \\
c_4 \varepsilon^{-2-\frac{(1-\beta)}{\alpha}}, & 0 < \beta < 1.
\end{cases}$

The theorem tells us that if $\beta > 1$, that is, if the variance of the estimators $\text{Var}[\hat{Y}_l]$ is decreasing faster than $O(h_l)$ as $h_l \to 0$, then we can further reduce the computational complexity to $O(\varepsilon^{-2})$.

4.1 Multilevel Monte Carlo algorithm

Let us now outline the multilevel Monte Carlo algorithm as executed by a numerical simulation. We begin with $L = 0$ and estimate $V_L$ using an initial $N_L = 100$ samples. We then determine the optimal $N_l$ for $l = 0, \ldots, L$ and generate additional samples as needed. Next, we estimate the accuracy of the method and check whether we have already converged. If we have not, we increase $L$ by 1 and repeat the procedure.

To achieve the goal of root mean square error below $\varepsilon$, we must ensure that the estimator variance $\text{Var}[\hat{Y}] < \frac{1}{2} \varepsilon^2$ and that the bias $\mathbb{E} \left[ \hat{P}_L - f(X) \right] < \frac{\varepsilon}{\sqrt{2}}$. We control the first by using the optimal number of samples on each level, and the second by increasing the number of levels and thus decreasing the finest timestep.
From (8) we see that
\[ N_l = \lambda - \frac{1}{2} \sqrt{h_l V_l} = \sqrt{h_l V_l} / \sqrt{\lambda} \]
and therefore
\[ \text{Var}[\hat{Y}] = \sum_{l=0}^{L} \frac{V_l}{N_l} = \sqrt{h_l V_l} \leq \frac{1}{2} \varepsilon^2. \]
It is easy to see that
\[ \lambda \geq 2\varepsilon^{-2} \sum_{l=0}^{L} \sqrt{V_l / h_l}, \]
and thus the optimal number of samples for level \( l \) is
\[ N_l = \left\lceil 2\varepsilon^{-2} \sqrt{h_l V_l} \left( \sum_{l=0}^{L} \sqrt{V_l / h_l} \right) \right\rceil. \] (9)

We can ensure that the bias \( \mathbb{E}\left[ \hat{P}_L - f(X) \right] < \frac{\varepsilon}{\sqrt{2}} \) by using small enough timestep \( h_L \). If we assume order one or better weak convergence, then \( \mathbb{E}\left[ \hat{P}_L - f(X) \right] = O(h_L) \) and as \( l \to \infty \), we can approximate the remaining bias with a linear function:
\[ \mathbb{E}\left[ f(X) - \hat{P} \right] = \alpha h_L. \]
Hence
\[ \mathbb{E}\left[ \hat{P}_L - \hat{P}_{L-1} \right] = \mathbb{E}\left[ \hat{P}_L - f(X) + f(X) - \hat{P}_{L-1} \right] = \alpha (M - 1) h_L = (M - 1) \mathbb{E}\left[ f(X) - \hat{P}_L \right] \]
and we can estimate the remaining bias with \( \hat{Y}_L = \frac{1}{N_L} \sum_{i=1}^{N_L} \left( \hat{P}_L^{(i)} - \hat{P}_{L-1}^{(i)} \right) \), which is an estimator for \( \mathbb{E}\left[ \hat{P}_L - \hat{P}_{L-1} \right] \). Therefore, the basic test for convergence is
\[ |\hat{Y}_L| \leq \frac{M - 1}{\sqrt{2}} \varepsilon. \]

However, if we think of \( \mathbb{E}\left[ \hat{P}_L - \hat{P}_{L-1} \right] \) as a function of \( h_L \) that converges to zero as \( h_L \to 0 \), and of \( \hat{Y}_L \) as a discrete sample of the value of this function, we see that the function might change signs before the desired accuracy is reached. If we sample the function at point \( h_L \) near its root, we will get \( \hat{Y}_L \) that will be misleadingly small. To avoid this possibility, Giles (2008a) suggests estimating the remaining bias with the estimates of the two finest timesteps, therefore using the following criterion for convergence instead:
\[ \max \left\{ \frac{1}{M} |\hat{Y}_{L-1}|, |\hat{Y}_L| \right\} \leq \frac{M - 1}{\sqrt{2}} \varepsilon. \] (10)

We can now outline the complete multilevel Monte Carlo algorithm:
1) begin with \( L = 0 \)

2) calculate the initial estimate of \( V_L \) using 100 samples

3) determine optimal \( N_l \) using (9)

4) generate additional samples for \( l = 0, \ldots, L \)

5) test for convergence using (10)

6) if we have not converged, set \( L := L + 1 \) and continue from step 2

### 4.2 Expected first passage times and multilevel Monte Carlo

We return now back to the aim of this work, describing an algorithm for efficient estimation of expected first passage times of general stochastic processes. Denote by \((X_t)\) the stochastic process, driven by the SDE (1), and by \((\hat{X}_i)\) its discrete approximation, simulated on \( K \) timesteps of size \( h = \frac{T}{K} \) by the Milstein discretisation scheme:

\[
\hat{X}_{i+1} = \hat{X}_i + a_i h + b_i \Delta W_i,
\]

where \( a_i = a(\hat{X}_i, t_i) \), \( b_i = b(\hat{X}_i, t_i) \). We are estimating the expected first passage time \( E[\tau] \) on a finite time interval \([0, T]\), therefore \( \tau = \tau(X) = \inf \{ u \mid X_u \leq B \} \wedge T \), where \( B < X_0 \) is the specified barrier. We want to approximate \( \tau \) with \( \hat{\tau} = \hat{\tau}(\hat{X}) \). However, we only know the approximate value of the simulated process \((\hat{X}_i)\) at discrete points in time \( t_i \). Below, we outline three different techniques for approximating \( \hat{\tau} \).

The first approximation is based on a straightforward linear interpolation of the process between the values at discrete timesteps. If there exists such \( i \) that \( \hat{X}_i \leq B \), we take the smallest such \( i \) and assume that the process \((X_t)\) first passed the barrier somewhere in the time interval \([t_{i-1}, t_i]\). Selecting the lower bound of the time interval, we would tend to underestimate the actual stopping time, while using the upper bound would cause us to consistently overestimate, so we choose the middle value \( \hat{\tau} = \frac{1}{2}(t_{i-1} + t_i) \). If \( \hat{X}_i > B \) for all \( i = 1, \ldots, \frac{T}{h} \), then we set \( \hat{\tau} = T \). We call this method the simple method.

\[
\hat{\tau}_s = \begin{cases} 
\frac{1}{2}(t_{i-1} + t_i), & \text{if } i = \min \{ k \mid \hat{X}_k \leq B \} \text{ exists} \\
T, & \text{otherwise}
\end{cases}
\]

We can improve the simple approximation by noting that the barrier \( B \) can be reached between two timesteps \( t_i \) and \( t_{i+1} \) even if both \( \hat{X}_i > B \) and \( \hat{X}_{i+1} > B \). If we assume that the coefficients \( a(X_t, t) \) and \( b(X_t, t) \) are constant over the whole
interval \([t_i, t_{i+1}]\), then we can use a simple Brownian bridge interpolation between the points \(\hat{X}_i\) and \(\hat{X}_{i+1}\). We use (5) to compute the minima \(\hat{Y}_i\) using uniformly distributed random values \(U_i\):

\[
\hat{Y}_{i+1} = \frac{1}{2} \left( \hat{X}_{i+1} + \hat{X}_i - \sqrt{\left(\hat{X}_{i+1} - \hat{X}_i\right)^2 - 2hb^2 U_i} \right)
\]

Then

\[
\hat{\tau}_m = \begin{cases} 
\frac{1}{2}(t_{i-1} + t_i), & \text{if } i = \min \left\{ k \mid \hat{Y}_k \leq B \right\} \text{ exists} \\
T & \text{otherwise.}
\end{cases}
\]

We call this method the \textit{minimum} method.

The third method is a variant of the minimum method that uses probabilities instead of random variables. If we express \(\tau\) as \(\tau = \rho \land T\), where \(\rho = \inf \{ u \mid X_u \leq B \}\) is the unbounded variant of \(\tau\), we can write

\[
\mathbb{E}[\tau] = \int_0^T t f_\rho(t) \, dt + T \mathbb{P}[\tau = T],
\]

where \(f_\rho(t)\) is the probability density function of \(\rho\). We can discretely approximate this expectation by

\[
\hat{\mathbb{E}}[\hat{\tau}] = \sum_{i=1}^K \frac{t_{i-1} + t_i}{2} P_i + T P_{K+1},
\]

where \(P_i, i = 1, \ldots, K\) is the probability of the process crossing \(B\) in the time interval \([t_{i-1}, t_i]\) for the first time, and \(P_{K+1} = 1 - \sum_{i=1}^K P_i\) is the probability of the process not crossing the barrier until \(T\). If

\[
p_i = \mathbb{P}[\hat{Y}_i \leq B] = \exp \left( -\frac{2(\hat{X}_{i-1} - B)(\hat{X}_i - B)}{b^2_{i-1} h} \right)
\]

is the probability of crossing \(B\) in \([t_{i-1}, t_i]\), given that \(\hat{X}_{i-1}, \hat{X}_i \geq B\), we can express \(P_i, i = 1, \ldots, K + 1\) as

\[
P_i = \prod_{j=1}^{i-1} (1 - p_j) p_i \quad \text{for } i \leq K
\]

\[
P_{K+1} = \prod_{j=1}^K (1 - p_j)
\]

Using this method, which we call the \textit{probability} method, we get an estimate of the expected first passage time from every sample path, and we then combine these estimates using Monte Carlo averaging.

The methods described above work in a standard Monte Carlo setting and also with the multilevel Monte Carlo algorithm without any adjustments. However, since
we intend to use these methods primarily with the multilevel Monte Carlo methods, we can work out some further improvements. Recall that on most levels of the multilevel Monte Carlo calculations we are estimating the expected value of the difference \( \hat{P}_i - \hat{P}_{i-1} \). We compute \( \hat{P}_i \) from a sample path generated with the timestep \( h_i \) and using the Brownian increments \( (W_i) \), and \( \hat{P}_{i-1} \) from a sample path generated with the timestep \( h_{i-1} = Mh_i \), and using the same Brownian increments. The methods of calculating \( \hat{P}_i \) and \( \hat{P}_{i-1} \) on a same level therefore differ, and we distinguish them by writing \( \hat{P}^f_i \) for the method using the finer timesteps \( h_i \), and \( \hat{P}^c_{i-1} \) for the method using the coarse timesteps \( h_{i-1} \). Then, we can modify one or both of these methods to reduce the variance of the estimator \( \hat{Y}_i \).

Recall that \( \text{Var}[\hat{Y}_i] = \frac{1}{M} \text{Var}[\hat{P}^f_i - \hat{P}^c_{i-1}] \). We can write the variance of \( \hat{P}^f_i - \hat{P}^c_{i-1} \) as

\[
\text{Var}[\hat{P}^f_i - \hat{P}^c_{i-1}] = \text{Var}[\hat{P}^f_i] + \text{Var}[\hat{P}^c_{i-1}] - 2 \text{Cov}[\hat{P}^f_i, \hat{P}^c_{i-1}].
\]

Therefore, increasing the positive correlation between \( \hat{P}^f_i \) and \( \hat{P}^c_{i-1} \) would reduce the variance of \( \hat{Y}_i \).

It is important to note that the goal here is not to improve the accuracy of the estimate \( \mathbb{E}[\hat{P}^c_{i-1}] \), but only to reduce the variance \( \text{Var}[\hat{P}_i - \hat{P}_{i-1}] \). In fact, in order to retain the benefits of the multilevel Monte Carlo method, it is essential to ensure that \( \mathbb{E}[\hat{P}^c_i] = \mathbb{E}[\hat{P}^f_i] \), so that \( \mathbb{E}[\hat{Y}_i] = \mathbb{E}[\hat{P}_i] \).

To reduce the variance of our methods, we adapt the ideas of Giles (2008b) and use additional points for the coarse path estimate, without changing its expectation. In the \textit{minimum} method of estimating the expected first passage time we generate the minimum of the time interval \([t_i, t_{i+1}]\) using the values at the end points of the interval \( \bar{X}_i \) and \( \bar{X}_{i+1} \). We now improve the algorithm to reduce the variance of \( \hat{Y}_i \).

For estimating \( \hat{\tau} \) on the coarse path \( \hat{P}^c_{i-1} \), we will generate a middle point \( \bar{X}_{i+\frac{1}{2}} \) at time \( t_{i+\frac{1}{2}} = t_i + \frac{h_i}{2} \):

\[
\bar{X}_{i+\frac{1}{2}} = \frac{1}{2} \left( \bar{X}_i + \bar{X}_{i+1} - b_i D_i \right), \quad (11)
\]

where \( D_i \sim N \left( \frac{1}{2} \left( \bar{X}_i + \bar{X}_{i+1} \right), h_i \right) \). We can generate \( D_i \) from the increments of the Brownian motion used on the fine path; if we use the notation \( \frac{\Delta}{2} W_i \) to denote the Brownian increment on the fine path at time \( t_i = ih \), then \( D_i = \frac{\Delta}{2} W_{i+\frac{1}{2}} - \frac{\Delta}{2} W_i = (W_{i+1} - W_{i+\frac{1}{2}}) - (W_{i+\frac{1}{2}} - W_i) \) is independent from the Brownian increment \( \Delta W_i = \frac{\Delta}{2} W_{i+\frac{1}{2}} + \frac{\Delta}{2} W_i = (W_{i+1} - W_{i+\frac{1}{2}}) + (W_{i+\frac{1}{2}} - W_i) \), which was used
to generate the coarse sample path. In this case, the minimum $\hat{Y}_{i+1}$ becomes

$$
\hat{Y}_{i+1} = \min \left\{ \frac{1}{2} \left( \hat{X}_{i+\frac{1}{2}} + \hat{X}_i - \sqrt{(\hat{X}_{i+\frac{1}{2}} - \hat{X}_i)^2 - b_i^2 U_{i1}} \right), \right.
\left. \frac{1}{2} \left( \hat{X}_{i+1} + \hat{X}_{i+\frac{1}{2}} - \sqrt{(\hat{X}_{i+1} - \hat{X}_{i+\frac{1}{2}})^2 - b_i^2 U_{i2}} \right) \right\}.
$$

We can reuse the realizations $U_{i1}$ and $U_{i2}$ of uniformly distributed random variables that were already used in estimating the first passage time for the finer path. Note that the diffusion coefficient $b_i$ is the same for both minima; although we could use the coefficient $b_{i+\frac{1}{2}} = b(\hat{X}_{i+\frac{1}{2}}, t_{i+\frac{1}{2}})$ calculated from the generated middle point of the Brownian bridge, we decide not to, in order to preserve the original value of $\mathbb{E}[^\hat{P}_c]$. Furthermore, we still use the middle point of the time interval $[t_i, t_{i+1}]$ when estimating the actual exit time, regardless of which half of the interval the minimum that first breached the barrier was generated on.

In (11), we could use $+b_i D_i$ instead of $-b_i D_i$ and the distribution of $\hat{X}_{i+\frac{1}{2}}$ would remain unchanged. However, while the absolute value of the covariance $\text{Cov}[\hat{P}_i^f, \hat{P}_{i-1}^c]$ increases whichever method of midpoint construction we choose, the correlation between $\hat{P}_i^f$ and $\hat{P}_{i-1}^c$ can be either positive or negative, and this depends on the sign before the term $b_i D_i$. We can use numerical experiments to determine which sign performs better.

We use the same idea to improve the variance of $\hat{Y}_i$ in the probability method. First we generate the midpoint $\hat{X}_{i-\frac{1}{2}}$ of the interval $[t_{i-1}, t_i]$ using the same formula as before. Then we calculate the probability $p_i$ of the minimum $\hat{Y}_i$ breaching the barrier $B$ within the time interval $[t_{i-1}, t_i]$ using the generated middle point. Assuming $\hat{X}_{i-\frac{1}{2}} > B$, let $p_{i1}$ denote the probability that the minimum on the interval $[t_{i-1}, t_{i-\frac{1}{2}}]$ is below $B$, and let $p_{i2}$ denote the probability that the minimum on the interval $[t_{i-\frac{1}{2}}, t_i]$ falls below $B$. Then

$$
p_i = 1 - (1 - p_{i1})(1 - p_{i2}) = p_{i1} + p_{i2} - p_{i1}p_{i2} = p_{i1}(1 - p_{i2}) + p_{i2}.
$$

We calculate the probabilities $p_{i1}$ and $p_{i2}$ using the formulae

$$
p_{i1} = \exp \left( -\frac{4(\hat{X}_{i-1} - B)(\hat{X}_{i-\frac{1}{2}} - B)}{b_{i-1}^2 h} \right),
\quad p_{i2} = \exp \left( -\frac{4(\hat{X}_{i-\frac{1}{2}} - B)(\hat{X}_i - B)}{b_{i}^2 h} \right).
$$

Again, we must be careful to use the value $b_{i-1}$ for both half-intervals, to avoid changing the expected value of $\hat{P}_i^c$. Although in the probability method the introduction
of another randomly generated point into the calculation of probability might seem wasteful, as it increases the variance of $\hat{P}_c$, the increase in correlation between $\hat{P}_t$ and $\hat{P}_{t-1}$ offsets the increase in variance, yielding significant improvement in computational complexity required to achieve a given level of accuracy.

The variance-reducing ideas in this subsection can be easily extended to $M = 4$ and other powers of 2, and with a little more work also to other values of $M$.

5 Numerical results

In this section we present the numerical results achieved with the use of methods outlined in the previous section. We begin by specifying a geometric Brownian motion model that is used to test the results, and state the integral expression of the expected first passage time on a bounded time interval. We then show the results of numerical calculations and compare the efficiency of different methods.

The methods developed in this work are intended to be used to estimate the expected first passing times of a broad class of stochastic processes, such as those that can be defined as solutions to the general SDE (1). However, in our numerical experiments, we limit ourselves to the well-known geometric Brownian motion process. Our main motivation for this is the existence of relatively simple expressions for the expected first passage time for such process, which we will use to verify the stochastic methods of estimating the expected first passage times, developed in this work. We also prefer the geometric Brownian motion over the simpler arithmetic Brownian motion, as with the latter the derivative $\frac{\partial b}{\partial X} = 0$ and thus the Euler-Maruyama and Milstein discretisation schemes coincide.

Let $S_t$ be a solution to the SDE

$$dS_t = \mu S_t dt + \sigma S_t dW_t$$

that starts at $S_0$. From (4) we know that the first passage time $\tau = \inf \{u \mid S_u \leq B\}$ is distributed as

$$\tau \sim IG \left( \frac{\log B - \log S_0}{\mu - \frac{1}{2}\sigma^2}, \frac{(\log B - \log S_0)^2}{\sigma^2} \right).$$

Therefore, the probability density function of $\tau$ is

$$f_T(t) = \frac{\log S_0 - \log B}{\sigma \sqrt{2\pi t^3}} \exp \left( - \frac{\left( \left( \mu - \frac{1}{2}\sigma^2 \right) t - \log B + \log S_0 \right)^2}{2t\sigma^2} \right).$$
The expected value of the bounded first passage time $\tau \wedge T$ is
\[
\mathbb{E}[\tau \wedge T] = \int_0^T tf_\tau(t)dt + T \left(1 - \mathbb{P}[\tau \leq T]\right),
\] (12)
where $\mathbb{P}[\tau \leq T]$ can be derived from (3).

In the numerical computations, we simulated a geometric Brownian motion, starting at $S_0 = 1$, with parameters $\mu = 0.01$ and $\sigma = 0.2$, barrier $B = 0.95$ and time horizon $T = 1$. In this case, the approximate value of $\mathbb{E}[\tau \wedge T]$, calculated numerically using formula (12), is 0.339647. The integral $\int_0^T tf_\tau(t)dt$ evaluates to 0.147347, and the tail probability $\mathbb{P}[\tau \geq T] = 0.1923$. The expected value of the unbounded stopping time is $\mathbb{E}[\tau] = 5.129329$. The accuracy test resulted in
\[
\left| \left(\int_0^T f_\tau(t)dt + (1 - \mathbb{P}[\tau \leq T])\right) - 1 \right| < 10^{-6}.
\]

The code for numeric estimation of the expected first passage time is written in Matlab (version R2010b). It implements the algorithms described in section 4, which are inspired by and adapted from the code written by Giles (2008b). The numeric results were produced by a 64-bit computer with 2 GB of RAM and Intel® Core™2 Duo processor running at 2.7 GHz. The functions that test the numerical estimates accept a seed parameter, with which they seed the pseudo-random generator used to simulate sample paths. In all results presented in this work, we used seed = 0, so the results are perfectly reproducible, barring differences in Matlab implementation and CPU floating point accuracy.

<table>
<thead>
<tr>
<th>scheme</th>
<th>method</th>
<th>result ± std. err.</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simple</td>
<td>0.345678 ± 0.018789</td>
<td>1.775536%</td>
</tr>
<tr>
<td>Euler</td>
<td>minimum</td>
<td>0.337484 ± 0.020992</td>
<td>0.636954%</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>0.346429 ± 0.019502</td>
<td>1.996622%</td>
</tr>
<tr>
<td></td>
<td>simple</td>
<td>0.374553 ± 0.019773</td>
<td>10.277032%</td>
</tr>
<tr>
<td>Milstein</td>
<td>minimum</td>
<td>0.337979 ± 0.020851</td>
<td>0.491098%</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>0.348202 ± 0.019504</td>
<td>2.518619%</td>
</tr>
</tbody>
</table>

Table 1: Multilevel Monte Carlo results with $M = 2$ and accuracy $\varepsilon = 0.01$.

Table 1 lists the results of evaluating the multilevel Monte Carlo algorithm with $M = 2$ and target accuracy of $\varepsilon = 0.01$, and Table 2 lists the number of samples evaluated in each level (up to level 5). We can see that the simple method requires more than an order of magnitude more samples to converge to the target accuracy.
than the minimum method, and that the probability method requires several times less sample paths still. We can also see that there is a lot of improvement in terms of the speed of convergence between the simple method with Euler-Maruyama discretisation, and with the Milstein scheme. This difference is rather insignificant for the two more efficient methods. As the other example shows, the relative inaccuracy of the simple method with Milstein discretisation is not unusual; what is unusual is the unexpected accuracy of the simple method using the Euler-Maruyama scheme.

Table 2: Multilevel Monte Carlo results with $M = 2$ and accuracy $\varepsilon = 0.01$: the number of sample paths simulated at each level (truncated).

<table>
<thead>
<tr>
<th>scheme</th>
<th>method</th>
<th>$N_0$</th>
<th>$N_1$</th>
<th>$N_2$</th>
<th>$N_3$</th>
<th>$N_4$</th>
<th>$N_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler</td>
<td>simple</td>
<td>81536</td>
<td>63097</td>
<td>41334</td>
<td>26627</td>
<td>15943</td>
<td>9302</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>4548</td>
<td>2472</td>
<td>1101</td>
<td>603</td>
<td>186</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>1228</td>
<td>656</td>
<td>314</td>
<td>130</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Milstein</td>
<td>simple</td>
<td>40647</td>
<td>30923</td>
<td>19941</td>
<td>12475</td>
<td>7406</td>
<td>4289</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>4549</td>
<td>2680</td>
<td>1110</td>
<td>692</td>
<td>305</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>1376</td>
<td>733</td>
<td>314</td>
<td>127</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3: Multilevel Monte Carlo results with $M = 4$ and accuracy $\varepsilon = 0.002$.

Table 3 shows the results of the multilevel Monte Carlo method with $M = 4$ and target accuracy $\varepsilon = 0.002$, and Table 4 lists the number of samples simulated for each level. We see that in this case, both simple methods are significantly less accurate than the other two methods. Furthermore, we can see that the gains from using the Milstein scheme are more pronounced now that the target accuracy is higher.

Table 5 lists the results of evaluating a standard Monte Carlo simulation. The number of samples and the number of timesteps on each path were adjusted so that the final standard error was comparable to the standard error of the results of multilevel
<table>
<thead>
<tr>
<th>scheme</th>
<th>method</th>
<th>( N_0 )</th>
<th>( N_1 )</th>
<th>( N_2 )</th>
<th>( N_3 )</th>
<th>( N_4 )</th>
<th>( N_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler</td>
<td>simple</td>
<td>1697000</td>
<td>1142075</td>
<td>479084</td>
<td>172941</td>
<td>63961</td>
<td>23066</td>
</tr>
<tr>
<td></td>
<td>min.</td>
<td>202503</td>
<td>99410</td>
<td>20928</td>
<td>8381</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td></td>
<td>prob.</td>
<td>50950</td>
<td>30934</td>
<td>5515</td>
<td>1307</td>
<td>276</td>
<td></td>
</tr>
<tr>
<td>Milstein</td>
<td>simple</td>
<td>1217803</td>
<td>804260</td>
<td>327398</td>
<td>116602</td>
<td>42758</td>
<td>16362</td>
</tr>
<tr>
<td></td>
<td>min.</td>
<td>147106</td>
<td>76803</td>
<td>15691</td>
<td>5317</td>
<td>158</td>
<td></td>
</tr>
<tr>
<td></td>
<td>prob.</td>
<td>45851</td>
<td>28258</td>
<td>4712</td>
<td>763</td>
<td>116</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Multilevel Monte Carlo results with \( M = 4 \) and accuracy \( \varepsilon = 0.002 \): the number of sample paths simulated at each level (truncated).

<table>
<thead>
<tr>
<th>scheme</th>
<th>method</th>
<th>result ( \pm ) std. err.</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler</td>
<td>simple</td>
<td>0.402321 ( \pm ) 0.005198</td>
<td>18.452537%</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>0.339156 ( \pm ) 0.005025</td>
<td>0.144571%</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>0.339587 ( \pm ) 0.004856</td>
<td>0.017725%</td>
</tr>
<tr>
<td>Milstein</td>
<td>simple</td>
<td>0.401927 ( \pm ) 0.005193</td>
<td>18.336623%</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>0.338361 ( \pm ) 0.005019</td>
<td>0.378696%</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>0.338849 ( \pm ) 0.004851</td>
<td>0.235001%</td>
</tr>
</tbody>
</table>

Table 5: Results of evaluating a standard Monte Carlo simulation of different algorithms of estimating the expected first stopping time. We used 50000 sample paths and 100 timesteps on each path.
Monte Carlo algorithm with $M = 4$. We needed 50000 sample paths and 100 timesteps on each path, yielding the total cost proportional to 5000000. For comparison, the computational complexities $C = \sum_{l=0}^{L} N_l M^l$ of the multilevel algorithms are listed in Table 6. We see that the multilevel Monte Carlo minimum and the probability methods offer significant gains in efficiency over the standard Monte Carlo versions of these methods.

<table>
<thead>
<tr>
<th>scheme</th>
<th>method</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler</td>
<td>simple</td>
<td>97637588</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>1985935</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>417230</td>
</tr>
<tr>
<td>Milstein</td>
<td>simple</td>
<td>48735867</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>1086110</td>
</tr>
<tr>
<td></td>
<td>probability</td>
<td>312803</td>
</tr>
</tbody>
</table>

Table 6: The computational complexities of multilevel Monte Carlo algorithms, evaluated with $M = 4$ and $\varepsilon = 0.002$.

Figure 1 compares the asymptotic behavior of the probability method using Milstein scheme simulated by the standard and the multilevel Monte Carlo algorithms. The top left plot shows $\log_M V_l$ as a function of $l$. A slope of $-1$ would mean that $\log_M V_l = -l + O(1)$, which is equivalent to $V_l = O(M^{-l}) = O(h_l)$. The slope in Figure 1 is less than $-1$, therefore $V_l$ has convergence better than $O(h)$. By Theorem 4.0.1, $\beta > 1$ implies that the computational complexity $C = O(\varepsilon^{-2})$. We can see this on the bottom right plot, where $C \ast \varepsilon^2$ remains constant as $\varepsilon \to 0$. The top right plot shows the behavior of $\log_M |\hat{Y}_l|$. We see that the slope is approximately $-1$, which means that the bias $\mathbb{E}[\hat{P}_l - \hat{P}_{l-1}] = O(h_l)$, implying first order weak convergence. The bottom right plot shows the number of paths for each level $N_l$ decreasing exponentially as level increases. It also shows the growing computational complexity as $\varepsilon \to 0$. The bottom right plot, as already mentioned, shows the behavior of computational cost as $\varepsilon$ decreases.

We can compare the behaviour of the probability method using the Milstein discretisation with the minimum method using the Milstein scheme (Figure 2) and the probability method using the Euler-Maruyama discretisation scheme (Figure 3). We can see that the plots imply $\beta = 1$ for both methods, which means that their computational complexity is $O(\varepsilon^{-2}(\log \varepsilon)^2)$. This is better than plain Monte Carlo, but worse than what we can achieve with the probability method. In the top right plot
Figure 1: Asymptotic behavior of the probability method with Milstein discretisation scheme with standard and multilevel Monte Carlo algorithms for $M = 2$. 
Figure 2: Asymptotic behavior of the minimum method with Milstein discretisation scheme with standard and multilevel Monte Carlo algorithms for $M = 2$. 
In this work, we have developed an efficient method of estimating expected first passage times of stochastic processes. Due to the specific nature of this problem, we have used the Milstein discretisation technique, which achieves first order strong convergence. We have also adapted the multilevel Monte Carlo method to our problem, and have implemented additional variance-reducing techniques based on Brownian bridge interpolation, in order to further improve convergence.

We have tested our techniques using geometric Brownian motion simulation, and
have achieved significant performance gains over naïve implementations. In (2011), Higham et al. achieved an improvement in computational cost from $O(\varepsilon^{-4})$ using plain Monte Carlo algorithm, to $O(\varepsilon^{-3})$ using the multilevel Monte Carlo method with Euler-Maruyama discretisation. In our work, numerical results indicate that our most advanced algorithm, the probability method, achieves $O(\varepsilon^{-2})$ computational complexity. Our results indicate that these improvements result from using the Milstein discretisation scheme and using the Brownian bridge interpolation for determining the probability of crossing the barrier.

Closed form solutions for expected first passage times are known only for a small class of stochastic processes. In some cases they can be approximated using low-dimensional integrals, such as in our case of geometric Brownian motion. However, for many cases, no analytic approximations are known, and therefore probabilistic methods of estimating the moments are needed. The technique that we have developed in this work is extensible in many ways. Possible extensions include estimating the expected value of a function of the first passage time, such as calculating the expected discount factor. Our method can also be applied to other types of diffusions, such as Ornstein–Uhlenbeck process and the CEV process. Finally, the algorithm can be adapted to include a time-dependent barrier $B = B(t)$.

### Appendix - Matlab Code

In this appendix, we list the main implementation of the multilevel Monte Carlo algorithm as outlined in this work. Only the relevant parts of the code are included.

```
1  % Options:
2  % 'A' - simulate Arithmetic BM: dX_t = a dt + b dW_t
3  % 'G' - simulate Geometric BM: dX_t = a X_t dt + b X_t dW_t (default)
4  % 'M' - use Milstein discretization (default) (has no effect if 'A' is set)
5  % 'E' - use Euler-Maruyama discretization (default if 'A' is set)
6  % 's' - use simple estimate of the first passage time
7  % 'm' - use generated minima to estimate the first passage time
8  % 'p' - estimate the expected first passage time using probabilities (default)
9  % 'R' - not included in this listing
10 %
11 function [tau, N, std_err] = mlmc(X0, a, b, B, T, M, epsilon, options)
12 if nargin < 8
```
options = ''; 
end 
if any(options == 'A') % simulate Arithmetic BM 
f = @(dW, X, h) X + a * h + b * dW; 
g = @(X) b; % diffusion coefficient is constant 
else 
g = @(X) b * X; % diffusion coefficient is proportional to X 
if any(options == 'E') % simulate GBM using Euler-Maruyama discretization 
f = @(dW, X, h) X .* (1 + a * h + b * dW); 
else 
else % simulate Geometric BM using Milstein discretization 
f = @(dW, X, h) X .* (1 + a * h + b * dW + 0.5 * b^2 * (dW.^2 - h)); 
end 
end 
end 
end 
% Multi-level Monte Carlo algorithm by Mike Giles, see 
papers OPRE08 and MCQMC06 and code on his website 
L = 0; 
N_initial = 100; % the number of paths to generate initially, estimate variance 
converged = false; 
A = zeros(3,1); % this structure keeps the results for individual levels 
Q = { N_0, N_1, N_2, ..., N_L; 
Y_0, Y_1, Y_2, ..., Y_L; 
Y2_0, Y2_1, Y2_2, ..., Y2_L } 
% where N_l is the number of MC paths on level l, Y_l is the sum of the 
% difference of estimated stopping times on the fine and on the coarse 
% levels, and Y_l is the sum of the squares of said differences. 
while ~converged 
dif = mlmc_sim(X0, f, g, B, T, M, L, N_initial, options); 
A(1, L+1) = N_initial; 
A(2, L+1) = dif(1); 
A(3, L+1) = dif(2); 
% biased estimates of variances 
vars = A(3, :) ./ A(1, :) - (A(2, :) ./ A(1, :)).^2; 
% Estimate the optimal number of sample paths for each level. The 
% optimal N_l is proportional to sqrt(Var_l / h_l). 
N = max(N_initial, ceil(2 * sqrt(vars ./ (M.^0:L)) * sum(sqrt(vars .* ... 
(M.^0:L)))) / epsilon^2)); 
% We have calculated new optimal numbers of paths for each level, maybe 
% we should have more paths on some level than we have now. 
for l = 0:L 
dN = N(l+1) - A(l, l+1); 
if dN > 0 % if we need more paths, let's ... 
dif = mlmc_sim(X0, f, g, B, T, M, l, dN, options); % ... simulate them 
A(l, l+1) = A(l, l+1) + dN; % ... and update the results. 
A(2, l+1) = A(2, l+1) + dif(1); 
A(3, l+1) = A(3, l+1) + dif(2); 
end 
end 
% Test for convergence, to see if we need to use another level, or have 
% we reached the desired accuracy.
if \( L > 1 \) && \( M^L \geq 16 \) \% if less than 3 levels, or if not enough points on the fine sample path, we haven’t converged yet.

if \( M^L > 1024 \) \% stop if we have more than \( 2^{10} \) points on the fine
    converged = true;
else
    converged = max( abs(A(2, L) / A(1, L)) / M, ...
        abs(A(2, L+1) / A(1, L+1)) ...
    ) < (M−1) * epsilon / sqrt(2);
end
end
L = L + 1;
end

sample variances (unbiased estimates)
vars = (A(3, :) − A(2, :) .^2 ./ A(1, :)) ./ (A(1, :) − 1);
std_err = sqrt(sum(vars ./ A(1, :))); \% standard error of the estimated tau
tau = sum(A(2, :) ./ A(1, :));
end

% function that calculates the next X along the path
% parameters: dW – a row of Brownian increments
% X – a row of current values of the process
% h – the current timestep
% returns: X_new – a row of new values of the process
% g – the function that calculates the diffusion coefficient
% parameters: X – a row of current values of the process
% returns: b – a number or a row of diffusion coefficients
function [dif, fine] = mlmc_sim(X0, f, g, B, T, M, l, N, options)
K_f = M^l; \% number of points on the fine path
K_c = K_f / M; \% number of points on the coarse path
h_f = T / K_f; \% timestep of the fine path
h_c = T / K_c; % timestep of the coarse path
sqrt_h_f = sqrt(h_f);
sum_f = 0; \% sum of simulated stopping times
sum_dif = 0;
square_sum_f = 0; \% sum of squares of simulated stopping times
square_sum_dif = 0;

if any(options == 's') \% use simple estimate for the first passage time
    simple = true;
    minimum = false;
    probability = false;
elseif any(options == 'm') \% generate minima to estimate the first passage time
    simple = false;
    minimum = true;
    probability = false;
else \% estimate expected first passage time using probabilities
    simple = false;
    minimum = false;
    probability = true;
end

for n_ = 0:10000:N \% simulate at most 10000 paths at once
    n = min(10000, N − n_);
if n == 0
    break
end
X_f = X0 * ones(1, n); % the current value of the process along the fine path
X_c = X_f; % the current value of the process along the coarse path
tau_f = T * ones(1, n); % estimated first passage time along the fine path
tau_c = T * ones(1, n); % estimated first passage time along the coarse path
if probability
    tau_f = zeros(1, n);
tau_c = zeros(1, n);
P_f = ones(1, n); % probability that the barrier was not yet hit
P_c = ones(1, n);
end
if l == 0
dW = sqrt_h_f * randn(1, n);
X_old = X_f;
X_f = f(dW, X_f, h_f);
if simple
    tau_f(X_f < B) = T/2;
elseif minimum
    U = rand(1, n);
    mins = 0.5 * (X_f + X_old - sqrt((X_f - X_old).^2 - 2 * h_f * g(X_old).^2 .* log(U))));
    tau_f(mins < B) = T/2;
else % probability
    p = exp(-2 * (X_old - B) .* (X_f - B) ./ (g(X_old).^2 + h_f));
p(X_f < B) = 1;
tau_f = p * T/2 + (1 - p) * T;
end
else
    for i = 1:K_c
        dW_f = sqrt_h_f * randn(M, n);
        if minimum
            U = rand(M, n);
        end
        for m = 1:M
            X_old_f = X_f;
            X_f = f(dW_f(m, :), X_f, h_f);
            if simple
                tau_f(X_f < B) = min(((i - 1) * M + m - 0.5) * h_f, tau_f(X_f < B));
            elseif minimum
                mins_f = 0.5 * (X_f + X_old_f - sqrt((X_f - X_old_f).^2 - 2 * h_f * g(X_old_f).^2 .* log(U(m, :)))));
                tau_f(mins_f < B) = min(((i - 1) * M + m - 0.5) * h_f, tau_f(mins_f < B));
            else % probability
                p_f = exp(-2 * (X_old_f - B) .* (X_f - B) ./ (g(X_old_f).^2 + h_f));
p_f(X_f < B) = 1;
tau_f = tau_f + P_f .* p_f * ((i - 1) * M + m - 0.5) * h_f;
P_f = P_f .* (1 - p_f);
end
end
X_old_c = X_c;
dW_c = sum(dW_f);
X_c = f(dW_c, X_c, h_c);

if simple
tau_c(X_c < B) = min((i - 0.5) * h_c, tau_c(X_c < B));
else
% We generate the midpoints for the coarse path for two special cases, M = 2 and M = 4.
b = g(X_old_c);
if M == 2
X_half_c = 0.5 * (X_old_c + X_c - b .* (dW_f(2, :) - dW_f(1, :)));
elseif M == 4
X_half_c = 0.5 * (X_old_c + X_c - b .* (dW_f(3, :) + dW_f(4, :) - ... dW_f(1, :) - dW_f(2, :)));
end

if minimum
if M == 2
mins_1 = 0.5 * (X_half_c + X_old_c - sqrt((X_half_c - X_old_c).^2 - ... h_c * b.^2 .* log(U(1, :))));
mins_2 = 0.5 * (X_c + X_half_c - sqrt((X_c - X_half_c).^2 - h_c * b.^2 ... .* log(U(2, :))));
mins_c = min(mins_1, mins_2);
else
U_c = rand(1, n);
mins_1 = 0.5 * (X_c + X_old_c - sqrt((X_c - X_old_c).^2 - 0.5 * h_c * b.^2 .* log(U(1, :))));
mins_2 = 0.5 * (X_half_c + X_quarter_1_c - sqrt((X_half_c - ... X_quarter_1_c).^2 - 0.5 * h_c * b.^2 .* log(U(2, :))));
mins_3 = 0.5 * (X_quarter_1_c + X_half_c - sqrt((X_quarter_1_c - ... X_half_c).^2 - 0.5 * h_c * b.^2 .* log(U(3, :))));
mins_4 = 0.5 * (X_c + X_quarter_3_c - sqrt((X_c - X_quarter_3_c).^2 - ... 0.5 * h_c * b.^2 .* log(U(4, :))));
mins_c = min(min(mins_1, mins_2), min(mins_3, mins_4));
else
U_c = rand(1, n);
mins_c = 0.5 * (X_c + X_old_c - sqrt((X_c - X_old_c).^2 - 2 * h_c * ... b.^2 .* log(U_c)));
end
tau_c(mins_c < B) = min((i - 0.5) * h_c, tau_c(mins_c < B));
else  % probability
if M == 2
p1_c = exp(-4 * (X_old_c - B) .* (X_half_c - B) ./ (g(X_old_c).^2 * h_c));
p2_c = exp(-4 * (X_half_c - B) .* (X_c - B) ./ (g(X_old_c).^2 * h_c));
p_c = p1_c .* (1 - p2_c) + p2_c;
end
p_c(X_{half_c} < B \mid X_c < B) = 1;

elseif M == 4

p1_c = \exp(-8 \times (X_{old_c} - B) \times (X_{quarter_1_c} - B) / (g(X_{old_c})^2 \times h_c));

p2_c = \exp(-8 \times (X_{quarter_1_c} - B) \times (X_{half_c} - B) / ... (g(X_{old_c})^2 \times h_c));

p3_c = \exp(-8 \times (X_{half_c} - B) \times (X_{quarter_3_c} - B) / ... (g(X_{old_c})^2 \times h_c));

p4_c = \exp(-8 \times (X_{quarter_3_c} - B) \times (X_c - B) / (g(X_{old_c})^2 \times ... h_c));

p_c = 1 - (1 - p1_c) \times (1 - p2_c) \times (1 - p3_c) \times (1 - p4_c);

p_c(X_{quarter_1_c} < B \mid X_{half_c} < B \mid X_{quarter_3_c} < B \mid X_c < B) = 1;

else

p_c = \exp(-2 \times (X_{old_c} - B) \times (X_c - B) / (g(X_{old_c})^2 \times h_c));

p_c(X_c < B) = 1;

end

tau_c = tau_c + P_c \times (i - 0.5) \times h_c;

P_c = P_c \times (1 - p_c);

end

if probability

tau_f = tau_f + P_f \times T;

tau_c = tau_c + P_c \times T;

end
end

sum_dif = sum_dif + sum(tau_f - tau_c);

sum_f = sum_f + sum(tau_f);

square_sum_dif = square_sum_dif + sum((tau_f - tau_c)^2);

square_sum_f = square_sum_f + sum(tau_f^2);
end

dif = [sum_dif, square_sum_dif];

fine = [sum_f, square_sum_f];

if l == 0

dif = fine;
end

end
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