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1. Introduction

The detection of chemical signals by living cells and the transduction of these signals into the interior of the cell are crucial phenomena that need to be explored as we strive to understand the internal workings of the transduction network.

Paradigms of signalling cascades at work can be found in development of the Drosophila embryo, where diffusion-trapping at the exterior of the cell membrane triggers the mitogen-activated protein kinase (MAPK) cascade to relay an appropriate signal from the membrane to the inner part of the cytosol, whereupon another diffusion-trapping mechanism involving the nucleus reads out this signal to trigger appropriate changes in gene expression. Fig. 1 is a schematic of such a cascade and represents the system studied in this paper. In this context, the term ‘trapping’ refers to the way an otherwise mobile and diffusing particle may become immobile or trapped. For example, Fig. 1(B) shows a mobile and diffusing extracellular molecule binding to a receptor to become immobile as part of a ligand–receptor complex. Similarly, at the next stage of the cascade, an intracellular molecule may diffuse, but it becomes trapped if it enters an immobile nucleus (Fig. 1(D)). A number of papers have investigated the role of diffusion-trapping mechanisms in the establishment of signalling gradients in Drosophila embryos, including Coppey et al. (2007, 2008) and Shvartsman et al. (2009). Berezhkovskii et al. (2009) study the gradients responsible for terminal patterning by the Trunk ligand binding to the Torso receptor and activating the MAPK cascade which, in turn, leads to phosphorylated MAPK shuttling in and out of the nucleus, thus triggering a transcriptional response.

In order to investigate gradients in diffusion-trapping mechanisms, Berezhkovskii et al. (2009) studied a system of partial differential equations (PDEs) in one, infinite, space dimension that describes the dynamics of a two-stage cascade of diffusion-trapping systems:

\[
\frac{\partial C_1}{\partial t} = D_1 \frac{\partial^2 C_1}{\partial x^2} - (k_{1m} + z_1) C_1 + \beta_1 C_2 + \gamma_1(x),
\]

where \(D_1\) is the diffusion coefficient of the mobile molecule, \(k_{1m}\) is the rate of conversion of the mobile molecule to the immobile form, \(z_1\) is the rate of autophosphorylation, \(\beta_1\) is the rate of receptor phosphorylation, and \(\gamma_1(x)\) is the rate of receptor binding to the membrane.

Additional comments and references can be found in the main text of the paper.
Here $C_{im}^{(i)}$ and $C_{im}^{(0)}$ denote concentrations of immobile and mobile molecules of species $i$ ($i=1, 2$), respectively, $D_i$ is the diffusion constant, $k_{mi}^{(i)}$ and $k_{mi}^{(0)}$ denote the rate constants for annihilation of immobile and mobile molecules, and $x_t$ and $\beta_t$ are the rates of binding and release, respectively (each for $i=1, 2$). In relation to Fig. 1, the concentration of solid squares is represented by $C_m^{(i)}$, i.e. the diffusible ligand, $D_t$ is its associated diffusion coefficient and $k_{mi}^{(i)}$ is the rate of degradation. The rates of binding to and release from the receptor are $x_{t}$ and $\beta_{t}$, respectively. Similarly, the intracellular molecule, $C_n^{(i)}$, is represented by the star, $D_2$ is its associated diffusion coefficient and $k_{mi}^{(0)}$ is the rate of degradation. The rates of shuttling into and out of the nuclei are $x_2$ and $\beta_2$, respectively. Essentially, the two systems are identical, with $g_1(x)$ being the input to the first system, and the output of the first system used as the input to the second via the term $g_2(C_{im}^{(1)})$. $C_{im}^{(2)} = C_{im}^{(1)} + C_{im}^{(2)}$ is interpreted as the output and the system is closed by specifying suitable initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero initial and boundary conditions: we take all species to have zero final. Note that here we restrict attention to the time-independent case, that is, we assume $g_t$ is only a function of $x$.

We will be concerned exclusively with systems at equilibrium, where we have, for $i=1, 2$,

$$C_{im}^{(i)} = K_i C_{im}^{(0)},$$

with constant of proportionality

$$K_i = \frac{x_t}{k_{mi}^{(0)} + \beta_t}.$$  

We see that the gradients of mobile and immobile species have the same shape so it is natural to distinguish three regimes:

$$K < 1, \quad K = 1, \quad K > 1.$$

The specific parameter regime can be distinguished by comparing the gradients of mobile and immobile species: experiments in Fig. 2B (right) of Berezhkovskii et al. (2009) (see Fig. 2) indicate that the second diffusion-trapping system, involving nuclear and...
cytoplasmic phosphorylated MAPK, lies in the third regime. Moreover, by comparing the peaks of the two gradients we can estimate the constant of proportionality. There is some noise in the measurement so by estimating the minimum and maximum of the peak we obtain an estimate of the range of the constant: \( K_2 \approx 2.5 - 3.3 \). This gives some information about the relative strengths of the binding, release and annihilation rates: the phosphorylated MAPK species shuttles into the nucleus at more than double the rate that it shuttles out, for example. If data became available, one could similarly determine in which regime the other diffusion-trapping system, involving Torso/Trunk interactions, lies.

An important question in understanding signalling cascades, such as the MAPK cascade, is whether the associated dose–response curves are graded or ultrasensitive. Fig. 3 shows an example of a graded and of an ultrasensitive dose–response curve. This provides one of the motivations for the analysis here, which is to investigate the effect of different choices of \( g_2 \) on the gradient at equilibrium. In particular, the previous study assumed \( g_2 \) to be a simple positive multiple of its input, i.e.

\[
g_2(x) = g_1 c^{11}(x),
\]

for some constant \( g_1 > 0 \). Based on the authors’ previous experiments (Coppey et al., 2007), it has been suggested that the length scale of the first system is much less than that of the second (Berezhkovskii et al., 2009). However, this study did not measure Torso occupancy directly; instead, dpERK was measured. Thus \( C^{11}_2(x) \) was measured instead of \( C^{11}_1(x) \). When \( g_2 \) is linear this should not provide a problem, but when \( g_2 \) is nonlinear the length scale may be significantly affected. Fig. 4 shows that with ultrasensitive kinetics, the gradient of dpERK may have a small length scale even if the gradient of Torso occupancy has a large length scale. We are interested in understanding whether the assumption of linearity is consistent with experimental observations, and develop a mathematical framework that allows us to do this.

The outline of the rest of this paper is as follows. In the next section, an alternative formulation of the problem, which may still capture key experimental findings but which is flexible enough to explore alternatives to linear kinetics, is described. Predictions of graded and ultrasensitive models are then compared. As a general rule-of-thumb it is found that, compared to the linear case, gradients formed under ultrasensitive kinetics tend to have much shorter length scales. Next, predictions of both models are compared to data. This allows us to suggest three key features of experimental data that may be used in order to distinguish whether graded or ultrasensitive kinetics are acting in a given system. A procedure for carrying out this is then demonstrated on a particular example: the

---

**Fig. 3.** Example of the relationship of output to input in a graded \((f(x) = cx)\) and ultrasensitive \((f(x) = c/(1 + (x_0/x)^n))\) function. Parameters: \( c=1, x_0=0.5 \) and \( n=5 \).

**Fig. 4.** Comparison of the inputs to the second stage, under graded (linear) and ultrasensitive (nonlinear) signalling kinetics. Input \( g_1 \) is a Delta distribution on \( x=0 \) (left), or a Gaussian distribution with mean zero and variance \( \sigma^2 \) (right). For the Delta distribution input the effective length scale is reduced by a factor of \( n=5 \) by the ultrasensitive MAPK signalling kinetics. Parameters are as follows: \( D_1=0.5, x_1=1.5, \beta_1=2, K^{out}_1 = 0.1, K^{in}_1 = 0.01, x_1=2.0, K_1=2.0, D_1=1.0, \sigma^2=1.0 \). For the Hill function parameters in (7) we set \( C_0=1.0 \) and \( n=5 \) and in each case we choose the scale factors \( g_i \) and \( g_0 \) so the peak is unity: \( g_1=0.565 \) and \( g_0=1.0576 \) (left), and \( g_1=0.7586 \) and \( g_0=1.2512 \) (right).
2. Equilibrium solution

We define
\[ \lambda = \sqrt{\frac{D}{k_m + k_m R}}, \]
so that equilibrium solutions of the PDE
\[ \frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial x^2} \left( k_m + x \right) C_m + \beta k_m + g(x) \]
with \( C_m = k m \), and \( x \in (-\infty, \infty) \) and \( t \in [0, \infty) \) may be studied via an ordinary differential equation (ODE)
\[ v'(x) - \frac{1}{\lambda^2} v(x) - \frac{1}{\lambda^2} g(x), \]
with \( x \in (-\infty, \infty), \lim_{|x| \to \infty} v(x) = 0 \) and \( g \) the given function. The solution \( v \) is the equilibrium solution \( C_m^{eq} \) to (1), from which we immediately obtain the equilibrium solution \( C_m^{eq} \) from (2). The associated Green’s function for (5) is
\[ G(x,z) = -\frac{1}{\lambda^2} \Delta e^{-\lambda^2 (x-z)/\lambda^2}, \]
and the solution to (5) is
\[ v(x) = \frac{1}{D} \int_{-\infty}^{\infty} G(x,z) g(z) \, dz = \frac{1}{D} \int_{-\infty}^{\infty} \left( e^{-x/z} \Delta e^{x/z} g(z) \, dz + e^{x/z} \Delta e^{-x/z} g(z) \, dz \right). \]

The framework of Green’s functions is well-suited to this analysis since we are interested in the ramifications of various functional forms of the input, \( g \). Studying various inputs is straightforward because the same Green’s function may be applied to different choices of \( g \) via (6). In particular, nonlinear forms of \( g \) may be handled and the method may accommodate finite domains, though this may require the Green’s function to be adjusted for different sets of boundary conditions.

The main issue with the Green’s function approach is evaluating the integral. In many important special cases the integration may be performed analytically, as we show below. Otherwise quadrature provides an easy numerical solution, though this is required for each \( x \) and some care must be taken with the unbounded domain. In this model the integrand is weighted by an exponential decay, so for physiologically reasonable choices of \( g \) restricting the numerical solution on a finite domain should give very accurate results.\(^1\)

2.1. Example

By choosing \( g_1(x) = \frac{Q}{2\pi} \delta(x) \), a delta distribution on the origin, to represent spatially restricted production, substituting into (6) yields
\[ v(x) = \frac{Q}{2\pi} e^{-\lambda^2 (x^2)}/\lambda^4, \]
which we identify as the equilibrium solution for \( C_m^{eq} \), and recalling (2) gives the equilibrium for \( C_m^{eq} \). Thus we recover the equilibrium solution given in Berezhkovskii et al. (2009) Eqs. (19)–(23) therein for the spatial gradients of the first system. Next, we may substitute the equilibrium solution just found for \( C_m^{eq} \) into \( g \equiv g_2 \), with the authors’ linear form of \( g_2 \), so that (6) now recovers the solution given in Berezhkovskii et al. (2009) Eq. (43) therein for the spatial gradients, \( C_m^{eq} \) and \( C_m^{eq} \), of the second system. Repeating the same procedure but this time choosing a Gaussian distribution for \( g_1 \), we recover the remaining equilibrium formula of Berezhkovskii et al. (2009) Eq. (47) therein. Sometimes there are limited data available on the precise details of the input distribution that is stimulating a given system. In this case, a delta distribution may be employed as a crude approximation to a source that is thought to be localised, while a Gaussian distribution may be employed as an approximation to a source that is thought to be more diffuse (see Fig. 4).

2.2. Comparing graded and ultrasensitive MAPK kinetics

In the model \( g_2 \) represents the dose–response properties of the MAPK cascade. In previous work \( g_2 \) was assumed to be linear, which, in analogy with enzyme kinetics, is termed graded. However, there is a significant body of experimental and theoretical evidence suggesting that the MAPK cascade exhibits an ultrasensitive response curve, as described in the landmark paper by Huang and Ferrell (1996).

Thus it is important also to consider an ultrasensitive form of \( g_2 \). To model ultrasensitive kinetics we choose \( g_2(x) \) to be
\[ g_2(x) = \frac{g_2}{1 + (C_0/C_1^{ultra}(x))^n}, \]
for given \( g_2 \), \( C_0 > 0 \) and Hill coefficient, \( n \). See Fig. 3. In order to represent ultrasensitive kinetics, we require \( n > 1 \): in fact, Huang and Ferrell (1996) found the Hill coefficient of the MAPK cascade to be about \( n = 4–5 \), so we are especially interested in these cases.

Fig. 4 compares the gradient under graded and ultrasensitive signalling kinetics. We plot \( g_2(C_m^{eq}(x)) \) with \( g_2 \) from (4) for linear signalling, and with \( g_2 \) from (7) for ultrasensitive signalling. In Fig. 4, left, the input \( g_1 \) is a Delta distribution on \( x = 0 \), for which previous analysis shows the resulting equilibrium is
\[ C_m^{eq}(x) = \frac{K_1}{2\Delta} \delta e^{-\lambda^2 (x^2)}/\lambda^4, \]
whilst in Fig. 4, right, the input \( g_1 \) is a Gaussian, \( 1/\sqrt{2\pi} e^{x^2/2\sigma^2} \), for which previous analysis shows the resulting equilibrium is
\[ C_m^{eq}(x) = \frac{K_1}{4\Delta^2} \delta e^{-\sigma^2/2\sigma^2} \left[ e^{\lambda^2 (x^2)/\lambda^2} \operatorname{erfc} \left( \frac{\sigma^2 + \lambda^2 X}{\sqrt{2\lambda^2 \sigma}} \right) + e^{-\lambda^2 (x^2)/\lambda^2} \operatorname{erfc} \left( \frac{\sigma^2 - \lambda^2 X}{\sqrt{2\lambda^2 \sigma}} \right) \right]. \]

where \( \operatorname{erfc} \) is the complementary error function. In both cases the width of the distribution with nonlinear signalling is much narrower than that with linear signalling, though this effect is more pronounced on the left. Thus, if the MAPK cascade exhibits ultrasensitive kinetics, then the length scale may be large before passing through the cascade and small afterwards. Depending on the parameter regime the result may look very different so it will be important to experimentally constrain model parameters in order to distinguish between ultrasensitive and graded kinetics, and thus to make inferences about length scales such as \( \lambda^2 \).

Consider Fig. 4, left, in more detail. When the input is a Delta distribution, the output is given by Eq. (8) so under linear signalling, \( g_2(C_m^{eq}(x)) \) is proportional to \( e^{-|x|/2\lambda} \) and thus has length

---

\(^1\) Even though physiologically realistic models must be finite the original model was formulated on an unbounded domain in order to accommodate Fourier-Laplace transforms. The identification of exponential decay behaviour in the Green’s function provides reassurance that this original approximation was not unreasonable because in many cases the behaviour of the model will not be very sensitive to truncation to a large, finite domain. With this in mind, Figs. 4 and 6 are the results of computations on suitably truncated domains.
1. In contrast, for fixed $l_1$, under nonlinear signalling,
\[ g_2(C^{(1)}_m(x)) \propto e^{-|x|/(l_1/m)} \left( \frac{1}{e^{-|x|/(l_1/m)} + \text{constant}} \right). \]  
(A10)

Away from $x=0$, the term in parenthesis is very nearly constant so, to a good approximation,
\[ g_2(C^{(1)}_m(x)) \propto e^{-|x|/(l_1/m)} \]  
and thus the effective length scale under nonlinear kinetics is reduced by a factor of $n$ compared to the linear case. Thus if the MAPK cascade is ultrasensitive, as predicted by Huang and Ferrell (1996), then it effectively reduces the length scale of the second input gradient to be about $n = 4\sim 5$ times smaller than that of the primary input gradient.

We note that analytic expressions for the output gradient under ultrasensitive kinetics may also be found for Delta distribution initial conditions: more details may be found in Appendix A.

3. Examining gradient dynamics in nuclear cycles 10–14

We compare how well graded and ultrasensitive signalling kinetics fit experimental measurements of the spatial gradient formed during terminal patterning in Drosophila. We focus on the data given in Fig. 3B of Berezhkovskii et al. (2009) (shown in Fig. 5) in order to distinguish between graded and ultrasensitive kinetics. The dots are experimentally observed intensities of dpERK levels at different points along the embryo. A description of the protocol can be found in Coppey et al. (2008). The Drosophila embryo develops in stages of rapid mitotic divisions in which the number of nuclei doubles with each cycle. For more details see, for example Coppey et al. (2008), Shvartsman et al. (2008) or Wolpert et al. (2002). The data we analyse quantify the gradient at cycles 10 and 14.

3.1. Tails of the distribution

In Fig. 3B of Berezhkovskii et al. (2009) (shown in Fig. 5), at the late stage, in the tails of the distribution, the experimental data (dots) lie above the line predicted by the graded mathematical model (solid line). This is especially noticeable at the +550 μm end. While this is not a perfect fit, it is not unreasonable to imagine that ultrasensitive kinetics would only exaggerate this effect and make the fit worse because we have seen that they tend to attenuate the signal even more sharply than linear kinetics. For example, ultrasensitive kinetics reduce the effective length scale of $g_2(C^{(1)}(x))$, as shown in Fig. 4.

3.2. Three striking features of the gradient

Three striking qualitative features of the experimentally recorded gradients at the early and late stages of nuclear division shown in Fig. 3B of Berezhkovskii et al. (2009) are

(i) the peak of the distribution rises by about 2/3;
(ii) the distribution narrows by about 1/2;
(iii) the curvature at the peak sharpens.

This experimentally observed gradient should be identified with $C^{(2)}_{m+} = C^{(2)}_m + C^{(2)}_m = (1 + K_2)C^{(2)}_m$.  

Fig. 5. Fig. 3 from Berezhkovskii et al. (2009), Copyright (2009) National Academy of Sciences, U.S.A. Dynamics of MAPK phosphorylation profiles in the terminal system. (A) Fluorescent images of nuclei (green, light) and phosphorylated MAPK (red, dark) at two different nuclear densities. (B) Quantified gradients of total (nuclear and cytoplasmic) phosphorylated MAPK. The green (light, short and fat) and blue (dark, tall and thin) curves show the patterns of MAPK phosphorylation at nuclear cycles 10 and 14, respectively. Increase in the nuclear density amplifies the total level of MAPK phosphorylation near the poles of the embryo and attenuates it in the rest of the system. (C) Increasing the nuclear trapping rate sharpens the profile of $C^{(2)}_{m+}(x)$, computed with Eqs. (53) and (40). (D) Decreasing in the diffusivity sharpens $C^{(2)}_{m+}(x)$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
and the analytic expressions derived earlier will help in comparing how well this mathematical model fits the data under graded and under ultrasensitive kinetics.\footnote{Observing that 1 + \( K_1 \) is merely a scaling factor it does no harm to compare these three qualitative features with, say, the immobile fraction \( C_{im}^{(0)} \) instead of the \( C_{tot}^{(0)} \), if this is more convenient.}

The three features of the mathematical model corresponding to the conditions (i)–(iii) are as follows:

(i) The height of the peak is \( C_{im}^{(t)}(0) \).

(ii) One measure of the width is an effective characteristic length scale, \( \lambda \). In order to estimate the change in width we crudely approximate the gradient by \( ke^{-x/\lambda} \) for \( k > 0 \) so that the effective characteristic length scale is estimated by reading off from the data the \( x \)-value that gives a concentration-value of \( ke^{-1} \approx k \times 0.37 \). From Fig. 3B, at the early stage \( k \approx 0.65 \) while at the late stage \( k \approx 1.0 \). This procedure estimates that \( \lambda \) at the early stage is about twice as big as at the late stage: crude estimates of \( \lambda^2 \) (early) and \( \lambda^2 \) (late) are 0.5 \( \times \) 550 and 0.24 \( \times \) 550 \( \mu \)m, respectively.

(iii) The ‘curvature’ is measured by the derivative near the peak at \( x=0 \).

3.3. Gradient at the end of the first stage

We now check whether \( g_2(C^{(t)}_{im}) \) can exhibit the three properties (i)–(iii). Of course we should be comparing the experimental results of Fig. 3B of Berezhkovskii et al. (2009) with \( C_{tot}^{(t)} \), not \( g_2(C^{(t)}_{im}) \). However, it is beneficial to start with a simplified example in order to gain some insight from which to then build up to analysing the full model. Furthermore, our goal is to provide a framework for distinguishing graded and ultrasensitive kinetics and this task will usually be more sensibly accomplished by analysis of \( g_2(C^{(t)}_{im}) \) than of \( C_{tot}^{(t)} \). One reason for this is that diffusion in the second stage will tend to smooth out any differences between the distributions due to graded and ultrasensitive forms of \( g_2 \). This point is emphasised in the Discussion. In the next two subsections, as a demonstration of the procedure we propose, we consider a Delta distribution as an input \( g_1 \), and compare graded and ultrasensitive kinetics.

3.3.1. Graded kinetics are consistent with nuclear dynamics

First consider graded kinetics, for which

\[
g_2(C^{(t)}_{im}(x)) = \frac{gK_1}{2D_1} e^{-x/\lambda_1}.
\]

The width of the peak is \( \lambda_1 \) and the height of the peak is \( g_2(C^{(t)}_{im}(0)) = gK_1\lambda_1/2D_1 \). Thus in order to match (i) and (ii) we require that \( \lambda_1 \) decreases and that \( K_1/D_1 \) increases. These two criteria are simultaneously possible, for example, by decreasing the diffusivity \( D_1 \) and/or increasing the capture rate \( \lambda_1 \). To match the relative magnitude of the changes estimated in (i) and (ii), we can be more precise and require that \( \lambda_1 \) decreases to about half its original value, while \( K_1/D_1 \) must increase to about triple its original value in order to compensate.

Berezhkovskii et al. (2009) observe the same principle (shown in Fig. 5), though this is with reference to the second stage. In the second stage, in the cytosol, the increase in the number of nuclei from early to late stages naturally motivates the increase in \( x_2 \) and decrease in \( D_2 \). However, the first stage takes place at the membrane where potential mechanisms for these changes in \( \lambda_1 \) and \( D_1 \) are perhaps more complicated, as we note in the Discussion.

Finally, to investigate (iii), note that for \( x > 0 \), say,

\[
\frac{d}{dx} (g_2(C^{(t)}_{im}(x))) \approx -\frac{K_1}{D_1} e^{-x/\lambda_1},
\]

and thus by the late stage, at \( x=0 \), \( |d/dx(g_2(C^{(t)}_{im}(x)))| \) increases to about triple its value at the early stage, and by continuity also increases in a neighbourhood of the peak.\footnote{We take derivatives for \( x > 0 \) but, by symmetry, it is trivial to address the case that \( x < 0 \) and also by symmetry, at \( x=0 \) the sign of the left- and right-hand sided limits may not agree but that the magnitude will. The derivative at \( x=0 \) may not exist. Thus, although we abuse notation to indicate the evaluation of a derivative at \( x=0 \), in order to be well-defined, we must agree to identify this as the right-sided limit. For the purpose of this investigation we are only interested in the magnitude, so one could just as easily choose the left-sided limit.} Thus all three criteria (i)–(iii) are met by the graded model.

3.3.2. Ultrasensitive kinetics are difficult to match with nuclear dynamics

Next, consider the ultrasensitive model. Recall (10), which describes the gradient for a fixed \( \lambda_1 \). The behaviour away from \( x=0 \) is approximately proportional to \( e^{-x/(\lambda_1/m)} \), so even in the nonlinear model the length scale is still proportional to \( \lambda_1 \), though it may be reduced. Thus in order to match (ii) we again require that \( \lambda_1 \) halves between early and late stages.

Let \( r_p = p_1/p_2 \) be the ratio of the early stage peak magnitude to late stage peak magnitude, and let \( E = K_1^2/D_1^2 \) and \( L = K_1^2/D_1^2 \) be the ratios of the key parameters that change from early to late stages, respectively. We obtain

\[
L = 2\sqrt{r_p} \frac{2C_0}{\lambda_1} \left[ \frac{E^{n}}{(2C_0^{\lambda_1})^{(1-n)}} + (1-R_p)E^n \right].
\]

We see that in the simple case where \( r_p = 1 \) the ratio \( L/E \) must double to compensate for the halving of \( \lambda_1 \), and that for \( r_p > 1 \) the ratio must more than double. From the estimate in (i), \( r_p \approx 1.67 > 1 \) so we see that the ratio must indeed more than double. However, due to the nonlinearity in the Hill function the question of how much extra is required over and above doubling depends on the relative magnitudes of \( C_0, \lambda_1 \) and \( E \). We introduce the constant \( C_1 = (K_1^2/2D_1) \). For \( C_1 \) small (large) relative to \( C_0 \) the extra amount required will be less (more) than the corresponding extra amount in the linear setting. Notice that there is a bound on the maximum increase:

\[
r_p < r_{max} = 1 + \frac{2C_0}{E^{\lambda_1}}.
\]

This saturation of the response is a property of the Hill function and it is a point of difference between the linear and nonlinear mathematical models. If the parameter regime can be constrained experimentally, this bound may help to distinguish the two kinetic settings. In our example, a necessary condition for ultrasensitive kinetics to be consistent with the data is

\[
0.45 < 1 \frac{1}{2} \sqrt{r_p} < \frac{C_0D_1}{K_1^2}.
\]

Thus, if one can experimentally observe an increase in the peak of the gradient between early and late stages that is too large, with reference to this bound, then ultrasensitive kinetics (7) can be ruled out.

In the absence of parameter information, we suppose that the observed increase satisfies the bound, \( r_p < r_{max} \), so that it is possible for ultrasensitive kinetics to simultaneously satisfy (i) and (ii). Finally we check (iii); recall (10) but now consider different values of \( \lambda_1 \) as well as behaviour near \( x=0 \). We write
that in order to satisfy (iii) we have another necessary condition: $l$ would be required in more careful applications. Some intuition about important parameter regimes, corrections have been derived from simplifying assumptions so, while it provides condition (12) although we must bear in mind that Eq. (12) has been useful in practice. This may help when checking the necessary conditions derived earlier we may assess the sensitivity of the equilibrium distributions to perturbations in key parameters by, for example, making use of formulae (9), (4) and (7). Fig. 6 shows this effect of peak broadening is also possible when the input is a Gaussian (note that the parameters are chosen to exaggerate the effect).

In summary, with an ultrasensitive model, it is difficult to match the dynamics of the gradient at the end of the first stage with the three qualitative features (i)–(iii). Two necessary conditions have been derived, in Eqs. (11) and (12). Guided by these conditions, perhaps experiments can constrain parameters in such a way that ultrasensitive kinetics may be ruled out as not consistent with qualitative features of the gradient. This process of checking whether (i)–(iii) are satisfied could be repeated for $C^{01}_{even}$, and we begin to address this in Section 4.2, and in the Appendix. However, as noted earlier, in many cases it will be better to do the comparison at the level of the first stage, as demonstrated here, because this gives the best chance of distinguishing between linear and nonlinear forms.

4. Discussion

For simplicity, the biochemical process that relays the signal from one stage to the next, involving the MAPK cascade, has been represented here by a single function $g_2$. When drawing conclusions about graded or ultrasensitive kinetics, note that the kinetics of the MAPK cascade per se may be different to the kinetics of the process that we represent here by $g_2$. Moreover, even in the simpler setting where the MAPK cascade is studied in isolation, it is not trivial to definitively classify its behaviour as always being of one type, such as always being graded. Compare, for example, notable results in stochastic and other settings, such as those described in Huang and Ferrell (1996), Mackeigan et al. (2005), Takahashi et al. (2010) and Qiao et al. (2007). Given the typically high degree of uncertainty surrounding parameters and other aspects of models in systems biology, it has been argued that it is better to focus on qualitative and systems-level properties rather than on the fine details of solutions (Gutenkunst et al. 2007; Qiao et al. 2007) and these sentiments are worth bearing in mind when we interpret the behaviour of $g_2$ as a proxy for the MAPK cascade. In this regard it is also worth noting that the analysis here is not restricted to the MAPK cascade in particular and provides a general framework for analysing linear and nonlinear signal relays in cascades of diffusion-trapping systems. Also note that physiologically reasonable models of signalling kinetics should eventually saturate. Ultrasensitive kinetics satisfy this property but with graded kinetics, at least in the present mathematical model, the signal may grow without bound.

In order to distinguish ultrasensitive and graded kinetics, we focused on three key features of the gradient: (i) the magnitude of the peak; (ii) the effective characteristic length scale; and (iii) the curvature near the top of the peak. These were chosen because previously published experimental results show how these features change between nuclear cycles 10 and 14, and thus show that is at least possible to experimentally measure them. However, other good choices could also be made for the key features with which to interrogate the model. Very similar strategies – in which the sensitivity of the chosen features to key parameters is compared under graded and ultrasensitive kinetics – to those proposed here could be followed.

4.1. Sensitivity analysis

Genetic perturbation studies may be employed to interrogate the kinetics of the signalling cascade. With the analytic expressions derived earlier we may assess the sensitivity of the equilibrium distributions to perturbations in key parameters by, for example, differentiating with respect to those parameters.

Fig. 6. Comparison of the gradient at the end of the first stage, under graded and ultrasensitive signalling kinetics. Input $g_1$ is a Gaussian with mean zero and variance $\sigma^2$.

\[
 f(x) = e^{-x^2/(2\sigma^2)} \left( \frac{1}{\sqrt{2\pi}\sigma} \right).
\]

where $C_{01} \equiv C_0/C_1$ and $C_{01} \equiv C_{01}/\lambda_1$ is a constant not involving $\lambda_1$. Notice $g_2(C_{01}(x)) = f(x)$. Analysis presented in Appendix B shows that in order to satisfy (iii) we have another necessary condition:

\[
 \lambda_1 > \lambda_1^* = \frac{\sqrt{C_{01}}}{\gamma^*}.
\]

Notice that $\lambda_1^* < \sqrt{C_{01}}$ and that for $n \gg 1$ a good approximation is $\lambda_1^* \approx \sqrt{C_{01}}$, which is easy to compute. Even for moderate $n$, such as $n=5$, this approximation will often be within 10%, which may be useful in practice. This may help when checking the necessary condition (12) although we must bear in mind that Eq. (12) has been derived from simplifying assumptions so, while it provides some intuition about important parameter regimes, corrections would be required in more careful applications.

Thus we have shown that the peak may actually broaden under ultrasensitive kinetics if $\lambda_1$ is too small. This result is for an input of $g_1$ as a Delta distribution but, making use of formulae (9), (4) and (7). Fig. 6 shows this effect of peak broadening is also possible when the input is a Gaussian (note that the parameters are chosen to exaggerate the effect).

In summary, with an ultrasensitive model, it is difficult to match the dynamics of the gradient at the end of the first stage with the three qualitative features (i)–(iii). Two necessary conditions have been derived, in Eqs. (11) and (12). Guided by these conditions, perhaps experiments can constrain parameters in such a way that ultrasensitive kinetics may be ruled out as not consistent with qualitative features of the gradient. This process of checking whether (i)–(iii) (satisfied could be repeated for $C_{01}^{even}$, and we begin to address this in Section 4.2, and in the Appendix. However, as noted earlier, in many cases it will be better to do the comparison at the level of the first stage, as demonstrated here, because this gives the best chance of distinguishing between linear and nonlinear forms.
Suppose that the length scale was an independent variable that may be perturbed.\textsuperscript{4} Differentiate $g_2(C^{(1)}(0))$ as a function of $\lambda_1$, the length scale of the first diffusion-trapping system, to obtain one crude measure of sensitivity. When the input, $g_1$, is a Delta distribution the result shows that in the linear setting a, say, 10\% change in $\lambda_1$ will be accompanied by a 10\% change in the height of the peak. In contrast, in the nonlinear setting, the same 10\% change in $\lambda_1$ may be accompanied by a change in the height of the peak that is out of proportion. Moreover there are different ranges of $\lambda_1$ in which the sensitivity will be vastly different, whereas in the linear setting the sensitivity is constant across different ranges. This last observation suggests that small perturbations in just two well-chosen ranges of $\lambda_1$ are sufficient to distinguish ultrasensitive from graded kinetics.

In fact, genetic perturbation studies have been performed in which the number of copies of the Torso gene was increased (Coppey et al., 2008, Fig. 2). No effect on the distribution or amplitude of the signalling output (dpERK) was observed in these experiments, which suggests receptor numbers are not a limiting factor. One way to represent increasing receptor numbers in the experimental observation with the mathematical model remains an issue for future research. Precisely identifying all of the parameters in the model is to increase $g_1$ but this does change the distribution (as shown, for example in previous work by Berezhkovskii et al., 2009). A possible explanation is that the experimental system corresponds to a parameter regime in the mathematical model in which the output gradient at the end of the second stage is insensitive to $g_1$. However, reconciling this experimental observation with the mathematical model remains an issue for future research. Precisely identifying all of the parameters in the model is a related issue and in this regard we note that estimates of effective diffusion constants have been obtained by Sample and Shvartsman (2010).

4.2. Gradient at the end of the second stage

As noted earlier, it will often be challenging to distinguish differing forms of the relay function, $g_2$, by examination of the gradient at the end of the second stage because, in general, diffusion tends to smear out any differences in an initial distribution. The larger the diffusivity in the second stage, the less sensitive $C^{(2)}_{im}$ will be to differing forms of the relay, $g_2$. Analytic expressions for $C^{(2)}_{tot}$ may aid in assessing the extent to which such differences will be smeared out and in this way it may be possible to extend the framework here to consider whether it is practical to distinguish different $g_2$ kinetics solely from measurements of equilibrium solutions, $C^{(2)}_{tot}$. We begin to address this in the Appendix. However, it is clear that as the diffusivity $D_2$ is increased, eventually, it will no longer be practical to distinguish between differing forms of $g_2$.

In order to provide a comparison with Fig. 6, which focused on the end of the first stage, Fig. 7 shows the gradient at the end of the second stage. The gradients shown are computed via quadrature on (6). Recall from (5) that the result of one such computation is proportional to $C^{(1)}_{im}$. The constant of proportionality (3) is not specified here because this would require more assumptions about the parameter values of the second diffusion-trapping system and because this particular result is only intended to illustrate qualitative properties. The main qualitative property to note is that, for the purposes of distinguishing between graded and ultrasensitive regimes, differences in $g_2$ are not as easily recognised at this stage as they are at the end of the first stage.

4.3. Gradients with constant shape and changing amplitude

Recently, Kanodia et al. (2009) showed that the Dorsal gradient in Drosophila is dynamic, maintaining a constant shape with increasing amplitude. Although this result applies to a different system to the one being studied here, some of the underlying principles, notably diffusion-trapping involving nuclear dynamics, are common to both. Therefore the general framework of the diffusion-trapping model outlined in this paper may also be applicable to the study of other signalling mechanisms and our purpose here is merely to suggest that this may be the case.

As an indication of this generality and motivated by the example of the gradient that maintains constant shape with changing amplitude, we investigate the potential of our model to exhibit similar amplification properties. We ask what input gradients, $g(x)$, result in purely signal amplification, giving an output of the form $\mu g(x)$? In this respect observe that in (6), solutions $v$ are obtained by applying a linear operator to an input function $g$, so it is enlightening to consider associated eigenfunctions. For example, for special cases in which $v(\lambda, D, \rho) = \sqrt{1/\lambda^2 - 1/\rho D}$, an input gradient of the form $g(x) = e^{1/\lambda x}$ results in an output gradient $\mu g$. Clearly this is not

---

\textsuperscript{4} Of course this is not strictly correct because the length scale is a function of physically meaningful parameters such as diffusion so this example is for the purpose of illustration only.
a physically realisable solution. However, it does suggest that gradients that are close, such as \( g(x) = e^{-x/\lambda} \), might also be close to exhibiting the desired amplification property.

For example, as shown in Fig. 8, after truncation to a finite domain, quadrature on Eq. (6) reveals that it is possible that the input \( g(x) = e^{-x/\lambda} \) results in an output \( v(x) \approx pe^{-x/\lambda} \), which has approximately the same shape as the input. If the output had exactly the same shape then the ratio \( \frac{v(x)}{g(x)} \) would be exactly \( \rho \), at all points \( x \). In the example of Fig. 8, away from zero, the ratio \( v/g \approx \rho \). Near the peak of the gradient, the ratio \( v/g < \rho \).

The ratio is smallest at the peak and increasing away from zero. This observation suggests that for experimentally observed gradients that appear to maintain a constant shape with growing amplitude, it may be worthwhile measuring the ratio of the output to the input gradient more carefully because similar behaviour may already be present. This could be accomplished, for example, by measuring the ratio in two places, near the peak, and away from the peak.

5. Conclusions

Morphogen gradients play a key role in differentiation and development and we have analysed the role of the MAPK cascade in the mechanisms that establish such gradients and allow the developing embryo to detect them and respond appropriately. Cascades of two-state diffusion-trapping systems are one of the mechanisms that establish gradients in Drosophila. Recently, the question of how MAPK kinetics influence this spatial gradient was raised in the literature, with particular reference to whether the MAPK cascade exhibits graded or ultrasensitive kinetics in this context. Previously, analytic expressions have been obtained in the graded and linear setting. One of the major contributions of this work is to provide a complementary framework for analysing the same system in both ultrasensitive and nonlinear settings. One result is an analytic expression for the spatial gradient under ultrasensitive MAPK kinetics. The techniques developed are reasonably general and the same principles can be applied to handle various functional forms of the input gradient. Suggestions have been made for extending the analysis to various qualitative cases, such as those in which the length scales of consecutive diffusion-trapping systems are approximately equal, or in which they differ by about an order of magnitude.

As a demonstration of the utility of the approach, a case of special biological relevance has been treated. In particular, we show that it is difficult to match the change in shape of the gradient between nuclear cycles 10 and 14, shown in Fig. 3B of Berezhkovskii et al. (2009), with ultrasensitive kinetics. Thus, compared to ultrasensitive kinetics, our analysis supports a graded model of signal relay between the two stages as a better fit to the data.

Finally, previous studies have concluded that the characteristic length scale of the Torso/Trunk receptor/ligand diffusion-trapping system is much less than that of the cytosolic/nuclear diffusion-trapping system. While this conclusion is very reasonable, increased confidence would come with more direct measurements. This is because the conclusion is based on measurements of the output of the signalling cascade (dpERK) but not on direct measurements of Torso occupancy. However, under ultrasensitive MAPK kinetics, dpERK may exhibit a small characteristic length scale even if the gradient of Torso occupancy exhibits a large length scale. For example, a useful approximation presented here is that, as a rule-of-thumb, ultrasensitive signalling kinetics reduce the effective length scale by about a factor of \( n \) where \( n \) is the Hill coefficient characterizing the signalling kinetics. For the MAPK cascade, this has been suggested to be a factor of about \( n=4 \).
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Appendix A. Analytic expressions for the gradient under ultrasensitive kinetics

Suppose the input, \( g_1 \), is a Delta distribution, as in the first example of Berezhkovskii et al. (2009). Recall that in this case the equilibrium solution is

\[
C^{(1)}_{\text{eq}}(x) = \frac{K_1}{2D_1} \rho_1 e^{-|x|/\lambda_1}.
\]

Applying (6), (2), and (7) the equilibrium for \( C^{(2)}_{\text{eq}}(x) \) solution is

\[
C^{(2)}_{\text{eq}}(x) = \frac{g_0 K_2}{2D_2} \rho_2 \int_{-\infty}^{\infty} e^{-z/\lambda_2} \left( \frac{e^{-z/\lambda_2}}{1 + \left( \frac{C_0}{C_1 e^{-|z|/\lambda_1}} \right)} \right) dz
\]

\[
+ e^{x/\lambda_2} \int_{-\infty}^{\infty} \frac{e^{-z/\lambda_2}}{1 + \left( \frac{C_0}{C_1 e^{-|z|/\lambda_1}} \right)} dz,
\]

where we introduce the constant \( C_1 = (K_1 \rho_1)/(2D_1) \) to tidy up the integral. Observing the symmetry of the problem, \( C_{\text{eq}}^{(2)}(x) = C_{\text{eq}}^{(2)}(-x) \), it suffices to evaluate the integrals for the case that \( x > 0 \). In this case, the first integral is the sum of the integrals on either side of \( z=0 \), with \( |z| \) replaced by \( \pm z \) as appropriate. Define

\[
m = \frac{\rho_1}{\rho_2}.
\]

With the substitutions \( u = e^{\pm z/\lambda_2} \) Eq. (A.1) becomes

\[
C_{\text{eq}}^{(2)}(x) = \frac{g_0 K_2}{2D_2} \rho_1 \rho_2 \int_{0}^{m^{-1}} \frac{u^{m-1}}{1 + \left( \frac{C_0}{C_1 u} \right)} du + \int_{1}^{m^{-1}} \frac{u^{m-1}}{1 + \left( \frac{C_0}{C_1 u} \right)} du.
\]
The key integral we require is

\[ \int u^{m-1}(1+(C_0 u^{-1})^n)^{-1} \, du = \frac{\int (1 \pm \frac{m}{n})^{m-1}}{1 + \left( \frac{C_0 u^{-1}}{C_1 u} \right)} \, du. \]  
(A.3)

The solution in the linear setting as, for \( \lambda_1 \neq \lambda_2 \),

\[ C_m^{(1)}(x) = \frac{gK_x^2z_1^2z_2^2}{2D_1D_2}\left(\lambda_1 e^{-\lambda_1 x} - \lambda_2 e^{-\lambda_2 x}\right), \]

(A.7)

or, for \( \lambda = \lambda_1 = \lambda_2 \),

\[ C_m^{(1)}(x) = \frac{gK_x^2z_1^2}{2D_1D_2}e^{-\lambda_1 x} \]

(A.8)

Thus, for a particular value of the Hill coefficient, \( n \), we evaluate (A.1) via (A.4) and compare the result with (A.7), if the length scales are different, or (A.8) if the length scales are the same. As noted, for the MAPK cascade, important values of \( n \) are 4–5. To illustrate this process we now fix \( n=4 \) and consider three special cases in which the length scales of the two stages are approximately the same, the length scale of the first is much larger than that of the second, and vice versa. The following examples are merely to illustrate the sorts of issues that may arise in this process.

A.3.1. The case of \( \lambda_1 = 10\lambda_2 \)

This corresponds to the choice \( m=10 \) in (A.2). Following the procedure outlined above we obtain an expression for the equilibrium solution under ultrasensitive kinetics:

\[ C_m^{(2)}(x) = \frac{gK_x^2}{2D_2} \lambda_1 \lambda_2 \left[ e^{-x/\lambda_2} \left\{ - \frac{1}{2} C_0^{1/2} + \frac{1}{2} C_0^{1/2} e^{C_0^{1/2}} + \frac{1}{2} C_0^{1/2} - \frac{1}{2} \right\} \right. \]

\[- \frac{1}{2} C_0^{1/2} + \frac{1}{2} C_0^{1/2}, \frac{1}{2} C_0^{1/2} + 3C_0^{1/2} + 3C_0^{1/2} e^{2x/\lambda_2} \]

\[-C_0^{1/2} e^{2x/\lambda_2} \left\{ -3C_0^{1/2} e^{x/\lambda_2} + 3C_0^{1/2} + 3C_0^{1/2} e^{2x/\lambda_2} \right\} \]

\[ + \frac{1}{30C_1^{1/2}} e^{2x/\lambda_2} \left\{ -5C_0^{1/2} e^{-x/\lambda_2} + 3C_0^{1/2} - 15C_0^{1/2} C_2^{1/2} e^{-2x/\lambda_2} + 15C_0^{1/2} C_2^{1/2} - 10C_0^{1/2} C_2^{1/2} \right\} \]

(A.9)

where \( C_3 = \text{arcant}(C_0^{1/2}) \) and \( C_4 = \text{arcant}(C_0^{1/2}) \). Compare this with the linear setting in (A.7). The constant of proportionality, \( \lambda_1 \lambda_2 K_x^2/2D_2 \), is very similar, though the parts corresponding to the first stage, such as \( K_1/2D_1 \), now turn up inside the integral via \( C_1 \) because of the nonlinearity. The exponential decay in the solution persists via the term \( \exp(-x/\lambda_2) \). Further simplification of the arcant terms is possible by recalling that the arcant function resembles a Hill function, though the upper and lower asymptotic limits are adjusted to \( \pm \pi/2 \), so for large \( \pm x \) two of the arcant terms may be replaced by these constant limits.

A.3.2. The case of \( \lambda_2 = 10\lambda_1 \)

As noted, it has been suggested that the length scale of the first system is much smaller than that of the second (Berezhkovskii et al., 2009). This corresponds to the choice \( m=10 \) in (A.2), but it is more convenient to change this definition and evaluate the integral instead via (A.6), as discussed. Integrals similar to \( (1+u^m)^{-1} \) du arise and have expressions in terms of simple trigonometric and log functions.

A.3.3. The case of \( \lambda_2 = \lambda_1 \)

Consider the case that the length scales are approximately the same, i.e. that \( \lambda = \lambda_1 = \lambda_2 \), which corresponds to \( m=1 \) in (A.2). Again, it is possible to give an expression for the integral but it involves many terms. Some insight is obtained by considering the key integrals involved:

\[ \int \frac{e^{x/\lambda_1}}{1 + \left( \frac{C_0}{C_1 e^{x/\lambda_2}} \right)^n} \, dz = \lambda_1 e^{x/\lambda_1} - \frac{\sqrt{2} C_1^{1/2}}{8} \lambda_1 \left[ \ln \left( \frac{e^{2x/\lambda_1} + \sqrt{2} C_0 e^{x/\lambda_1} + C_2^{1/2}}{e^{2x/\lambda_1} - \sqrt{2} C_0 e^{x/\lambda_1} + C_2^{1/2}} \right) \right. \]

\[ + 2 \, \text{arctan} \left( 1 + \frac{\sqrt{2} e^{x/\lambda_1}}{C_0} \right) - 2 \, \text{arctan} \left( 1 - \frac{\sqrt{2} e^{x/\lambda_1}}{C_0} \right) \].

(A.10)
The integral
\[
\int \frac{e^{x^2}}{1 + \left( \frac{C_0}{C_{1}e^{-2x^2}} \right)^4} dz,
\]
is the same as (A.10) minus the first term \((\lambda \exp(\xi/\lambda))\), with \(C_0\) replaced by \(1/C_0\) and with the sign of the remaining three terms swapped. We may substitute these expressions into (A.1) and compare with (A.8). Notice that for large \(\pm\zeta\) the logarithm term is approximately zero. Further simplification is possible for large negative \(z\) because the sum of the arctan terms is also approximately zero, while for large positive \(z\) their sum is approximately \(\pi\).

A.4. Gradient at the end of the second stage

Applying (A.1), (A.6) and (A.4) in that order, the magnitude of the peak is
\[
C_{nm}^{(2)}(0) = \frac{g_n K_2}{D_2} \int_0^1 (1 + C_{01} u^{-mn})^{-1} du,
\]
\[
= \frac{g_n K_2}{D_2} \int_0^1 u^H \left( \left[ 1 - \frac{1}{mn} \right], \left[ 1 - \frac{1}{mn} \right], \left( C_{01} u^{-1} mn \right) \right)^{1/2}.
\]

(A.11)

Some care with limits is required because this is an improper integral but this suggests how the framework may be extended to check, for example, feature (i) of Section 3.2 if required. Another nice aspect of the Green functions approach is that it provides a framework for devising numerical solutions, which, as we show in Fig. 7, is not an unreasonable way to investigate the behaviour of the gradient at the second stage.

Appendix B. Comparing the dynamics

For \(x > 0\),
\[
h(x, \lambda_1) = \frac{\partial h}{\partial x} = \frac{n}{\lambda_1} (f_2 - f).
\]

By symmetry we also obtain the derivative for \(x < 0\). As noted previously, the derivative at zero may not exist. However, the limit from one side does exist. Moreover, although the left- and right-sided limits may not agree at \(x = 0\), the magnitude will thus when evaluating \(h\) at \(x = 0\), bear in mind that we define this to be the right-sided limit of \(\partial h/\partial x\). Notice \(0 < f^2 < f < 1\) so \(h < 0\). Also, \(h \rightarrow 0\) as \(\lambda_1 \rightarrow \infty\) and as \(\lambda_1 \rightarrow 0\). Together with the observation that \(h\) is not constant we deduce that, for each fixed \(x\), \(h\) has at least one minimum.

In order to understand how changes in the characteristic length scale, \(\lambda_1\), relate to changes in the sharpness of the curvature near the peak of the gradient, we differentiate with respect to \(\lambda_1\), as if it was an independent variable. Bear in mind the following two issues. First, experimentally, direct perturbation is restricted to physical parameters, such as, perhaps the rates of uptake or diffusion. Indirectly, of course, this may then alter the characteristic length scale, \(\lambda_1\). Second, in what follows \(C_{01}\) is treated as a constant. However, both \(C_{01}\) and \(\lambda_1\) depend on physical parameters such as the diffusion constant so, in general, both change as a result of a change in one of the physical parameters. Thus the formulae derived below apply to the special case that \(C_{01}\) is held constant. One practical example to which this case applies is where \(k_0\) is experimentally perturbed.

Thus, consider \(\partial h(0, \lambda_1))/\partial \lambda_1 = 0\) to find critical points. Letting \(f_0 = f(0)\) critical points, \(\lambda_1^*\), are solutions of
\[
0 = 2nC_{01} \lambda_1^* f_0^2 - (nC_{01} \lambda_1^* - 1) f_0 + 1.
\]

There exists a solution by our previous observation but we can be more precise. Introducing the change of variables \(\lambda_1 = \sqrt[n]{C_{01}/\gamma}\) reduces the equality to a quadratic in \(\gamma\), of which only one root is admissible: \(\gamma^* = (n + 1)/(n - 1)\). The unique solution is
\[
\lambda_1^* = \sqrt[n]{C_{01}/\gamma^*}.
\]

Fig. B1 shows a plot of \(h(0, \lambda_1)\), with the unique solution just below \(\lambda_1^* = \sqrt[n]{C_{01}}\). Fig. B1 also shows that the peak will not sharpen if \(\lambda_1^*\) is too small.
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